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Preface

This is the annual report of the Center for Nuclear Study (CNS), Graduate School of Science, the University of Tokyo, for the fiscal year 2008 (April 2008 through March 2009). In the CNS, during this period, a large number of scientific activities in various fields of nuclear physics have been carried out and a wide variety of fruitful results have been obtained. This report presents a report of such activities. Some highlights of the report are mentioned here.

Light neutron-rich nuclei have been studied by using nucleon transfer and inelastic scattering where the final states are identified by measuring de-excited gamma-rays. A low-lying proton intruder state has been found for the first time, which shows importance of a deformation effect in N\(\sim\)8 neutron-rich nuclei. New high-spin states in \(^{49-51}\)Ti populated by fusion reactions of an RI beam have been found, which gives information on the N=28 shell gap and the single particle energies in the fp-shell. Upgrade of the readout system of the CNS GRAPE has started, where digital pulse data taken by sampling ADCs are analyzed by FPGAs on boards.

Research programs with CRIB continued in nuclear physics as well as nuclear astrophysics, together with the AVF upgrade project that enhances the capability of CRIB facility. The research programs include investigations of \(\alpha\)-induced stellar reactions on \(^7\)Li, \(^{14}\)O and \(^{21}\)Na. The beta decay of \(^{46}\)Cr was also studied to learn the Gamow-Teller Transitions. Some beam developments were made for new RI beams, and an active target was also designed for studies of stellar reactions with low-cross sections. Some technological development for the beam line as well as for the Wienfilter of CRIB were made in the past year.

A new heavy ion ECR source of CNS that use super-conducting magnet was successfully installed to the AVF cyclotron, and has been used to provide a variety heavy ion beams. Two CNS ECR sources now provide all the beams for the AVF cyclotron and support not only CRIB experiments but also a large number of RIBF experiments. A charge-breeding ECR source is also under development.

A new central module of the AVF cyclotron will be made following the design in 2009. The second is a successful acceleration of heavy ion beams up to 11 MeV/u which was about 9.5 MeV/u before. Following the detailed simulation studies of the heavy ion beams through the cyclotron, beam acceleration tests were successfully performed for \(^{16}\)O and \(^9\)Li beams. These beams will be provided to new experimental projects at CRIB. A non-destructive beam monitor was also successfully developed and installed just in front of the CRIB production target. It showed a sensitivity of about a few nA. This new beam monitor will become a powerful tool for all the RIBF facility.

Development of the polarized solid proton target is being proceeded. We have examined how the proton polarization rate depends on pulse structure of excitation light and found that the polarization rate can be doubled for a duty factor of 20% and a repetition rate of 7.5 kHz, compared with the previous settings of 5% and 2.5 kHz. Higher proton polarization can be expected with this new settings.

Construction of the SHARAQ spectrometer and the dedicated high-resolution beamline has completed. The magnetic field distribution in dipole magnets, D1 and D2, were precisely measured with the search coil method. A major part of the beamline has been constructed. Cathode readout drift chambers for tracking detectors at the SHARAQ focal plane have been fabricated in GANIL and installed to SHARAQ in December 2008. It was also found that Low-pressure multiwire drift chambers (LP-MWDC) developed for beamline tracking detectors works well under pressure as low as 10 kPa with an isobuthane gas. In March 2009, the commissioning run has been performed. The first RI beam has reached to the final focal plane of the SHARAQ. Lateral dispersion matching transport was partly achieved by using 250A-MeV \(^{14}\)N beam.

Main goal of the CNS quark physics group is to understand the properties of hot and dense nuclear matter created by colliding heavy nuclei at relativistic energies. The group has been involved in the PHENIX experiment at Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory,
and has also started active participation in the ALICE experiment at Large Hadron Collider (LHC) at CERN. As for the RHIC PHENIX experiment, the group has been concentrating on the physics analysis with leptons and photons, which include study of charm and bottom production with the non-photonic single electrons, measurement of direct photon yield at low transverse momentum in p+p and A+A collisions using the virtual-gamma method, and determination of neutral pion yield as a function of azimuthal angle from the reaction plane in Au+Au collisions. As for the LHC ALICE experiment, the group has been playing roles in the construction of the Transition Radiation Detector (TRD), and commissioning and calibration of Time Projection Chamber (TPC). R & D of gas electron multiplier (GEM) and related techniques has been continuing. The major activities are: development of 2D-imaging prototype, and performance study of the thick-GEM prototypes with several different hole sizes.

The nuclear theory group has been promoting the RIKEN-CNS collaboration project on large-scale nuclear structure calculations since 2001 and maintaining its parallel computing cluster. In 2008, we developed the effective interactions of various mass region based on the large-scale shell model calculation technique and discussed the "shell evolution" and the role of tensor force quantitatively in exotic nuclei, such as $^{17}$C, $^{48}$Ca, N=50 isotones, Sm isotopes and so on.

The 7th CNS-EFES International Summer School (CNS-EFES08) has been organized in August 2008 with 9 lecturers including 4 foreign distinguished physicists. There were 115 participants from 14 countries from all over the world.

Finally, I thank Ms. M. Hirano and other administrative staff members for their heartful contributions throughout the year.

Takaharu Otsuka
Director of CNS
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Experimental Nuclear Physics: Low and Intermediate Energies
Spin dependent momentum distribution of proton in $^3$He studied via proton induced exclusive knockout reaction
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1. Introduction

In recent years, there has been a renewed interest in detailed experimental investigations of the $^3$He system, due to the availability of Faddeev calculations of the $^3$He ground state wave function. It is predicted from Faddeev calculations of the three-body bound state that three contributions dominate the $^3$He ground state wave function: 1) a $S$ state in which two protons are coupled in a spin singlet state; 2) a $D$ state, due to the tensor force, where the three nucleon spins are dominantly oriented opposite to the $^3$He nuclear spin; 3) a mixed-symmetry configuration of the nucleons, the $S'$ state. All other components are expected to be negligibly small. In Faddeev calculations, the $S$ and the $S'$ state contributions to the spectral function are expected to be a maximum for small nucleon momentum while the $D$ state contribution is greatest for large momentum.

Since the $D$ state contribution becomes large in the high momentum region, measurement of the spin observables sensitive to the $D$ state is needed. For the $S$ state contribution only in the $^3$He ground state wave function, one can find the proton polarization of the $d-p$ cluster in the $^3$He target can be found in. The proton polarization deviate from above value due to the $D$ state contribution. Therefore, the proton polarization of the $d-p$ cluster in the $^3$He might provide an opportunity to study the $^3$He in the high momentum region. In the previous experiments $[9,10,13]$, however, the poor resolution could not allow the separation of the $^3$He($p$, $2p$) events into the two final-state channels, i.e., the deuterium ground state and the $pn$ unbound state. In the present work, in order to determine the proton polarization of the $d-p$ cluster in the $^3$He, the high resolution measurement was achieved by making full use of the double-arm spectrograph.

2. Experiment

The measurements of the $^3$He($p$, $2p$) were performed at Research Center for Nuclear Physics (RCNP), Osaka University. Polarized protons produced in an atomic beam polarized ion source $[5]$ were accelerated by the $K = 140$ MeV AVF (Azimuthally Varying Field) cyclotron up to 64.2 MeV. The proton beam was then accelerated up to 392 MeV by the $K = 400$ MeV Ring cyclotron. The outgoing protons were momentum analyzed with two-arm spectrometer system consisting of the Grand Raiden (GR) $[2]$ and the Large Acceptance Spectrometer (LAS) $[3]$. The setting angle of the GR was fixed at 45.0 degrees. The angle of the LAS and the magnetic fields of both the spectrometers were set so that the recoil momentum of the residual nucleus were 0 and 100 MeV/c. The layout of the system is shown in Fig. 1. In order to measure a reaction point along the target chamber, multi-wire drift chambers were placed at the front of each spectrometers. The beam was transported in a beamline downstream of the polarized $^3$He targets and focused by quadrupole magnets into the beam stop and a Faraday cup embedded in the shielding wall. Typical beam intensity was 60 nA, limited by acceptable counting rates in the detectors. The beam polarization was monitored by two beam line polarimeters in the West Experimental hall. During the measurements, the beam polarization was typically 0.55.

**Figure 1.** Schematic layout of the RCNP dual spectrometer consisting of the GR and the LAS.

A spin exchange polarized $^3$He target $[8]$ was used to perform the spin correlation measurements. Detailed descriptions of the polarized $^3$He target can be found in...
Here we present only salient details for the present experiment. The target cell contained the \(^3\)He gas with a density of \(9.8 \times 10^{19}\) atoms/cm\(^3\) together with a small amount of N\(_2\) gas and Rb vapor. During the spin correlation measurements, the \(^3\)He polarization was monitored for 40 seconds every one and a half hours by the Adiabatic Fast Passage NMR method [12]. The direction of the polarization was reversed every single experimental run. The NMR signals gave relative values of the polarization. The absolute value of the target polarization was given by calibration using the \(^3\)He(\(\bar{p}, \pi^-\))\(^4\)He reaction. In the special case of this reaction with spin parities of \(\frac{1}{2}^+ + \frac{1}{2}^+ \rightarrow 0^- + 0^+\), where the parity changes, one can show that the spin correlation parameter \(C_{yy}\) has a constant value of +1 [13]. The measured target polarization was typically \(p_T^y = 0.09\).

3. Result

Assuming that the strong interaction is symmetric under parity and time reversal, the spin dependent cross section for a scattering of a spin-\(\frac{1}{2}\) projectile by a spin-\(\frac{1}{2}\) target is given by [13]

\[ \sigma = \sigma_0 \left(1 + p_y A + p_y^T A^T + p_y^p p_y^p C_{yy}\right), \]

where \(\sigma_0\) is the spin independent cross section, and \(p_y\) and \(p_y^T\) are the beam and the target polarizations, respectively. In the present experiment, both the beam and the target polarizations were pointed in the vertical direction. The spin correlation parameter \(C_{yy}\) is obtained as

\[ C_{yy} = \frac{1}{p_y p_y^p} \frac{1 - A}{1 + A}, \]

where

\[ A = \frac{Y_{||} + Y_{\perp}}{Y_{||} + Y_{\perp}}. \]

\(Y\) is the yield where the first and second arrows (up or down) in a subscript indicate the spin directions of the beam and the target, respectively. In the plane wave impulse approximation [12], the spin correlation parameter \(C_{yy}\) for the \(^3\)He(\(\bar{p}, 2p\)) reaction can be related to that for the \(pp\) elastic scattering, \(C_{yy}^{pp}\), extracted from phase shift analyses [13], by

\[ P(k) = \frac{C_{yy}^{He}(k, q)}{C_{yy}^{pp}(q)}, \]

where \(P(k)\) is the momentum distribution of the proton polarization in the \(^3\)He.

The preliminary results of the momentum distribution of the proton polarization in the \(^3\)He are shown in Fig. 2 together with existing data [3]. In the figure, the closed circles and closed squares show the results of the \(^3\)He(\(\bar{p}, 2p\))\(^2\)H reaction and the \(^3\)He(\(\bar{p}, 2p\))\(^3\)He reaction, respectively, and the closed triangles show the results of the sum of two reactions. The open diamonds show the data from Ref. [3]. We see that our results of the sum are consistent with the previous data. The further data analysis is now in progress.
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1. Introduction

Recently, renewed interest has been focused on the spin-dependent interaction in unstable nuclei. One of the most direct methods to extract the information on the spin-dependent interaction is the scattering experiment induced by spin-polarized light ions. In order to investigate the unstable nuclei with spin polarization, a polarized proton solid target, which was specially designed for radioactive-ion beam experiments, has been developed at CNS \cite{1, 2}. Making use of this target, we measured the vector analyzing power of the proton elastic scattering from $^6$He and $^8$He at 71 MeV/A in 2005 and 2007. The aim of the measurements is to extract the feature of the shape of spin-orbit potentials between protons and $^6$He, $^8$He, and discuss the effect of valence neutrons on the spin-orbit potential. Details of the measurement and the optical model analysis are reported.

2. $\bar{p}+^8$He analyzing power measurement

The experiment was carried out at the RIKEN Nishina Center using the RIKEN Projectile-fragment Separator (RIPS). The energy and the intensity of a $^8$He beam were 71 MeV/A and 1.5 $\times$ 10\textsuperscript{5} pps, respectively. The purity of the beam was 77%. The material of the secondary target was a single crystal of naphthalene with a thickness of 4.3 $\times$ 10\textsuperscript{22} protons/cm\textsuperscript{2}. Protons in the crystal were polarized under a low magnetic field of 0.09 T at 100 K by the optical excitation of electrons and the cross-polarization method. The target polarization was 11.0 $\pm$ 2.5% on average. Recoil protons were detected using multiwire drift chambers and CsI (T1) scintillators placed on the left and right sides of the beam line. Leading particles $^6$He were detected using another MWDC and $\Delta E - E$ plastic scintillator hodoscopes.

The measured differential cross sections and analyzing powers are shown in Fig. 1 by closed circles. They are consistent with the previous data of the differential cross section \cite{3} plotted by open circles.

3. Optical model analysis

In order to extract the global nature of $\bar{p}+^8$He interactions, the data were phenomenologically analyzed with an optical model potential. For the central and spin-orbit terms, we assumed Woods-Saxon and Thomas type functions, respectively. We searched a parameter set that reproduces the data using a fitting code ECIS79. As an initial potential, a parameter set for $\bar{p}+^6$Li elastic scattering at 72 MeV/A \cite{4} was used. The dashed lines in Fig. 1 show the calculation with initial parameters. Results of the best-fit parameters are presented by solid curves. Both differential cross section and analyzing power data are well reproduced except for the scattering at backward angles.

The potentials obtained are shown in Fig. 2 as a function of radius. The upper panel displays real and imaginary parts of the central term, while the lower one presents a spin-orbit term with error bands resulted from fitting uncertainty. Due to the target polarization uncertainty, there is an additional scale error of 19% for $^6$He and 22% for $^8$He in the depth of the spin-orbit potentials.

The shape of the spin-orbit potentials in neutron-rich helium isotopes is discussed here. In order to extract the gross
feature of the potentials, we focus on the radius and the amplitude of the peak of spin-orbit potential as shown by the dotted lines in Fig. 2. We call the former "LS radius" and the latter "LS amplitude". Since the spin-orbit potential is usually approximated by the radial derivative of density distribution, LS radius and LS amplitude should be closely related to the radius and the gradient of the density distribution, respectively. The LS radii and LS amplitudes of $^6$He and $^8$He are presented in Fig. 3 by closed squares. Those of neighboring even-even stable nuclei \[5,6\] and a global optical potential \[7\] are also plotted by closed and open circles. It is clearly demonstrated that the LS amplitudes of $^6$He and $^8$He are remarkably smaller than those of stable nuclei. The LS amplitudes of stable nuclei are almost constant and distributed between $4-5.5$ MeV, whereas those of $^6$He and $^8$He are as small as $1.3$ and $2.0$ MeV. It can be concluded that the spin-orbit potentials in neutron-rich helium isotopes are characterized by the significantly shallow shape. This can be intuitively explained from the largely diffused density distribution of $^6$He and $^8$He, whose gradient is more than twice as small as that of $^4$He. Results of more detailed analysis with microscopic optical model calculation will be reported elsewhere.

4. Summary

The vector analyzing power of the proton elastic scattering from $^6$He and $^8$He have been measured at 71 MeV/A. We found that the spin-orbit potentials in $^6$He and $^8$He are significantly shallower than those in stable nuclei. This shallowness can be naturally explained by the large diffusion of the neutron-rich helium isotopes. The dominance of $p-\alpha$ core interaction in the $p-^6$He spin-orbit potentials is also indicated.
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The exotic cluster structure in $^{11}$B and $^{11}$C nuclei is attracting much attention in recent years [1]. The $3/2^+$ state in $^{11}$B at $E_{\text{exc}}=8.11$ MeV is regarded as a dilute cluster state [2], where two $\alpha$ particles and $^{3}$He are weakly interacting. In particular, the alpha cluster structure in $^{11}$B was studied by measuring its isoscalar monopole and quadrupole strengths in the $^{11}$B($d,d'$) reaction, and the mirror state of the 8.11-MeV state was suggested to have a dilute cluster structure [3].

A recent orthogonality-condition-model (OCM) calculation [5] proposed that the $3/2^+$ state near the alpha-decay threshold in the A=11 nuclei has a $2\alpha + t$ ($^3$He) dilute cluster structure, but the two $\alpha$ particles are not fully condensed into the lowest s orbit unlike the three $\alpha$ particles in the Hoyle state in $^{12}$C. According to the OCM calculation, a fully developed cluster-condensed state emerges near the $2\alpha + t$ ($^3$He) decay threshold with the spin-parity of $1/2^+$ and the isospin of 1/2, but no candidate for this state is reported in the nuclear-data compilation [6]. It is important to search for the unknown $1/2^+$ state and to clarify the cluster structure in $^{11}$C and $^{11}$B.

In the present study, we used the $^{7}$Li+$\alpha$ resonant elastic scattering to investigate the cluster structure. The strength of the resonances is expected to provide information about the alpha-cluster structure.

The $^{7}$Li+$\alpha$ system is also related to the astrophysical reaction, $^{7}$Li+$\alpha$($^{7}$Li,$^{11}$B). The resonance parameters studied by the present work should contribute to the precise determination of the $^{7}$Li($\alpha$,)$^{11}$B reaction rate at high temperature ($T_0 > 1$). In a low temperature environment such as p-p chain in stars, the $^{7}$Li($p,\alpha$)$^{4}$He reaction is usually more important and the $^{7}$Li($\alpha$,$\alpha$)$^{11}$B reaction may not take place. However, in some high temperature phenomena, the $^{7}$Li($\alpha$,$\gamma$)$^{11}$B reaction should play important roles. In the $\nu$ process in supernovae [7], $^{11}$B is mainly produced via $^4$He($\nu,\nu'p$)$^3$H($\alpha$)$^7$Li($\alpha$)$^{11}$B, but the production can be enhanced with the $^{12}$C($e,e'n$)$^{11}$B reaction. A precise determination of the $^{7}$Li($\alpha$,$\gamma$)$^{11}$B reaction rate would give a good insight into the roles of neutrino reaction and oscillation in the $\nu$ process.

The measurement of the $^{7}$Li+$\alpha$ elastic scattering was performed at CRIB [5, 6], using the thick target method in inverse kinematics [10] to measure the excitation function for excitation energy of 10–13 MeV in $^{11}$B. The excited states of $^{11}$B in this energy region have been studied by $^{7}$Li+$\alpha$ elastic scattering [11, 12] or using other methods [13, 14, 15, 16, 17, 18, 19], however, some of the resonance parameters are still uncertain. Especially, the alpha width were not determined precisely. Using inverse kinematics, the excitation function at 180 degree in the center-of-system, where potential scattering is minimum and the resonances can be observed most clearly, was measured for the first time.

The experimental setup is shown in Fig. 1. The $^{7}$Li beam was accelerated at the AVF cyclotron and transported to the final focal plane (F3) of CRIB. The beam had an energy of 13.7 MeV, and corrormated by a 3 $\times$ 3-mm rectangular aperture at F3.

An MCP was used for the detection of the beam position and timing. A CsI-evapolated 0.7-$\mu$m-thick alminum foil was placed on the beam axis for the secondary electron emission. The secondary electrons were reflected by 90 degrees at the biased thin-wire reflector and detected at the MCP with a delay-line readout.

The gas target consisted of a 50-mm-diameter duct and a small chamber. Helium gas at 920 Torr was filled and sealed with a 2.5-$\mu$m-thick Havar foil as the beam entrance window. Alpha particles recoiling to the forward angles were detected by the “$\Delta E-E$ counter”. The counter, consisted of 20-$\mu$m- and 480-$\mu$m-thick silicon detectors, were placed in the gas chamber. The distance from the beam entrance window to the detector was 250 mm. To measure 478-keV gamma rays from inelastic scattering to the first excited state of $^{7}$Li, NaI detectors were placed around the duct. We used ten NaI crystals, each with a geometry of 50 $\times$ 50 $\times$ 100 mm. They covered 20–60% of the total solid angle, depending on the reaction position.
Measurement was performed for $2.9 \times 10^{10}$ particles of $^7\text{Li}$ injected into the gas target in 2.5 days. As the gas target was sufficiently thick to stop the $^7\text{Li}$ beam, heavier particles were not expected to reach the detector, even if produced. The dominant particle measured was alpha from the elastic scattering, and only small numbers of protons and tritons possibly from $^7\text{Li}(\alpha,p)$ reaction and break up of $^7\text{Li}$ were observed in the measurement. The background from the contaminating particles in the beam appeared to be negligible, since almost no particles having the energy above 1.5 MeV were detected, when the target gas was replaced to argon of the equivalent thickness. The obtained energy spectrum of alpha particle is shown in Fig. 2. A structure having peaks consistent with previous measurements [12, 21] were observed. A low-background measurement was successfully performed, and it is demonstrated that the thick target with inverse kinematics method works for such a light beam particle.

Calculating the kinematics with the consideration of the energy loss in the gas target, the measured energy of the alpha particle can be converted to the excitation energy of $^{11}\text{B}$, and the excitation function for the $^7\text{Li}+\alpha$ elastic scattering will be obtained. The excitation function for inelastic scattering can also be obtained by selecting the proton-gamma ray coincident events. The cross section is about two orders of magnitude lower than that for the elastic scattering, and does not affect the spectral shape observed as in Fig. 2.

The resonance parameters to be determined in this study, such as the spin, parity and alpha width (related with the spectroscopic factor of the $\alpha$-cluster configuration) would provide valuable information for the $\alpha$-cluster structure in the high excited states, and astrophysical reaction rates in high-temperature phenomena.
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A new measurement of proton resonance scattering on $^7$Be was performed up to the center-of-mass energy of 6.7 MeV using the low-energy RI beam facility CRIB [1, 2, 3]. The excitation function of $^7$Be+$p$ elastic scattering above 3.5 MeV was measured successfully for the first time, providing important information about the resonance structure of the $^8$B nucleus.

As discussed in [3], a major purpose of this measurement is to observe the unknown broad $2^-$ resonance around 3 MeV [4, 6], which may affect the $^7$Be($p,\gamma$)$^8$B reaction rate in the energy region far below 1 MeV. The astrophysical S-factor $S_{17}(E)$, determined by the $^7$Be($p,\gamma$)$^8$B reaction, is one of the most important parameters in the standard solar model, because its value at the energy of the solar center is directly related to the flux of the $^8$B neutrino, which is the dominant component of the solar neutrinos detected by some of the major neutrino observatories on earth.

The presence of the $2^-$ state around 3.5 MeV could not be confirmed because of the limited statistics and energy range in previous experiments [3,6], however, we obtained excitation functions consistent with a presence of the broad $2^-$ state [4]. Assuming the presence of the $2^-$ state, we expanded the R-matrix fit to the higher energy region, as illustrated in Fig. 1. The contribution of the inelastic scattering to the first excited state in $^7$Be is shown in the same figure. A characteristic peak structure was found around the excitation energy of 5 MeV. The peak is considered to be due to a resonance that was not observed in previous studies. R-matrix fits were performed introducing resonance around 5 MeV with all possible combinations of $J^P$, and only the tail shape in the excitation function between 5.5 and 6.5 MeV was well-reproduced by introducing a $3^+$ state, which is known to exist in the mirror nucleus. The calculated excitation function that fitted to the experimental data for three angular ranges are shown as solid curves in the figure. The parameters for the $2^-$ resonance are consistent for all the angular ranges within the experimental resolution, as shown by the dashed curves in higher two angular ranges, obtained using the same parameters for the $2^-$ resonance as the lowest angular range. The $1^-$ resonance was not observed clearly in the spectra for larger angles, because of the limited energy resolution. The resonance parameters for the newly introduced $3^+$ state, which provide best fits were $E_{cs} = 6.8–7.5$ MeV and $\Gamma = 2–4$ MeV, depending on the angular range. The fit function shows small, but systematic deviations from the measured data, as seen around 5.5 MeV for the lowest angular range. This may suggest that the excitation function cannot be reproduced by the sets of resonances we assumed. For example, the fit was improved by introducing another $1^+$ state at 5.8 MeV, as shown with a dotted curve in the figure.

The resonance parameters determined by the present work and previous studies are summarized in Table I. The parameters for the $2^-$ state were determined with improved precision, showing no large discrepancies with previous measurements. Our excitation functions, including the angular dependence and measurement of inelastic scattering, strongly support the existence of the broad $2^-$ state in $^8$B nucleus around 3.2 MeV. excited states of $^8$B higher than 3.5 MeV were not explored in past measurements, and we discovered new resonance at 5.0 MeV and assigned its $J^P$ as $1^-$. A $1^-$ resonance in the $A=8$ nuclei was predicted to emerge in the vicinity of a $2^-$ state by theoretical studies [8, 9, 10, 11]. In [12], a structure due to $1^-\uparrow$ level appeared at $E_{cs} = 4.1$ MeV ($E_{\text{proton}} = 4.5$ MeV) in the calculated S-factor spectrum. The observed resonance might be the first evidence for these predictions in $^8$B, and could lead to deeper understanding on the structure of the $^8$B nucleus. We found an indication of resonance at around 7 MeV, but a measurement for higher excitation energy is required to determine its parameters.

In summary, we have studied the proton resonance scattering on $^7$Be, using a pure $^7$Be beam produced at CRIB. The excitation function of $^8$B was measured up to the excitation energy of 6.7 MeV, using the thick-target method and resonance parameters of two negative (non-normal) parity states were determined. The $2^-$ resonance at 3.2 MeV was reported in previous measurements, and we determined its energy and width with improved precision. Another resonance at 5 MeV was observed for the first time, and it is...
Table 1. Resonance parameters of $^8$B determined by the present work and previous studies. $l$ is the angular momentum used in the R-matrix calculation.

<table>
<thead>
<tr>
<th>$J^P$</th>
<th>$l$</th>
<th>$E_{cs}$ (MeV)</th>
<th>$\Gamma$ (MeV)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1^+$</td>
<td>1</td>
<td>$0.7695 \pm 0.0025$</td>
<td>$0.0356 \pm 0.0006$</td>
<td>[7]</td>
</tr>
<tr>
<td>$3^+$</td>
<td>1</td>
<td>$2.32 \pm 0.02$</td>
<td>$0.35 \pm 0.03$</td>
<td>[7]</td>
</tr>
<tr>
<td>$2^-$</td>
<td>0</td>
<td>$3.2^{+0.1}_{-0.2}$</td>
<td>$3.4^{+0.3}_{-0.5}$</td>
<td>present</td>
</tr>
<tr>
<td>($2^-, 1^-$)</td>
<td>0</td>
<td>$3$</td>
<td>$1-4$</td>
<td>[5]</td>
</tr>
<tr>
<td>$2^-$</td>
<td>0</td>
<td>$3.5 \pm 0.5$</td>
<td>$8 \pm 4$</td>
<td>[6, 7]</td>
</tr>
<tr>
<td>$1^-$</td>
<td>0 or 2</td>
<td>$5.0 \pm 0.4$</td>
<td>$0.15 \pm 0.10$</td>
<td>present</td>
</tr>
<tr>
<td>($3^+$)</td>
<td>1</td>
<td>$\sim 7$</td>
<td>$&gt;2$</td>
<td>present</td>
</tr>
</tbody>
</table>

considered to be the $1^-$ state predicted in theoretical studies.

This work was supported by the Grant-in-Aid for Young Scientists (B) (Grant No. 17740135) of JSPS.
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Figure 1. Excitation functions of $p^7$Be elastic scattering for three angular ranges, fitted with R-matrix calculations. Contributions from inelastic scattering are also shown. The best fit for each angular range with five resonances, including two unknown resonances ($1^-$ at 5.0 MeV and $3^+$ at around 7 MeV) are shown with solid curves. The dashed curves for the larger two angular ranges are the calculated functions using the same $2^-$ resonance parameters as that between 0 and 8 degrees. The dotted curve for 0–8 degrees is a 6-resonance fit with an additional $1^+$ state at 5.8 MeV.
Practical Designing of the Direct Measurement of the Astrophysical Reaction $^{11}$C($\alpha$, $p$)$^{14}$N
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1. Introduction

Unstable nuclide $^{11}$C is considered to locate in the hot $pp$-chain [2] which is an extended $pp$-chain process in metal-poor and high-temperature stars, and at the breakout point from the $pp$-chain region to the CNO cycle region through the $^{11}$C($\alpha$, $p$)$^{14}$N reaction. Recent simulations of the $\nu p$-process [4] in neutrino-driven winds in type II supernovae suggest that this reaction path could considerably affect the nucleosynthesis around mass number $A = 100$ near the end of the process. However, the theoretical predictions related to this reaction could have large uncertainties since the information on its reaction cross section is experimentally unknown except for the ones from the time-reverse reaction studies [3] or some limited information on the resonance parameters [9].

In order to provide more reliable cross section data, a direct measurement is planned to be performed with the CNS Radioactive Isotope Beam separator (CRIB) [5]. The thick-target method [6] is an efficient way to determine the excitation function through a relatively wide center-of-mass energy range (0.4-3 MeV) corresponding to the stellar temperature range (0.5-3 GK) of interest. For the $^{11}$C($\alpha$, $p$)$^{14}$N reaction, this method can be performed in the inverse kinematics with $^4$He as the target and $^{11}$C as the beam. The difficulties on a thick gas target are to determine the reaction points and to identify the final channels. Even with rather tricky setups, some other ($\alpha$, $p$) reaction experiments of the few precedents [7,8] sacrificed the solid angle or limited the detection angle only near $0^\circ$ against these problems. In this report, a simple setup is proposed with meeting the requirements as discussed below.

2. Experimental Design

The setup consists of two beam profile monitors (2 PPACs or PPAC + MCP), a $^4$He gas target and $\Delta E$-$E$ silicon detector telescopes at three downstream angles (Fig. 1). Each $\Delta E$ layer is position-sensitive. Final states of the $^{11}$C($\alpha$, $p$)$^{14}$N reaction and background proton events can be distinguished by measuring Time-Of-Flight (TOF) between the first PPAC and the Si detectors. The target density is an important parameter as described in Section 2.1. The beam energy in the gas target should be known to reconstruct the kinematics event by event. Information of the TOF with respect to the RF signal could be useful to derive the beam energy with a reasonable resolution. This time resolution of $\sim 3$ ns could be improved to 1-2 ns by picking up the $\gamma$-rays emitted from the RI beam production target related to the beam bunches timing.

2.1. Event Identification

A beam at an incident energy of 12 MeV takes about 30 ns to travel and stop in a gas target density at a pressure of 400 Torr and room temperature. This enables the final channels of different excited states of $^{14}$N to be separated by 3-5 ns intervals at certain detected proton energies (Fig. 2). It is also possible to distinguish the background protons scattered by the beam particles in the Mylar foil of PPACs by this method. In Fig. 2, $(\alpha, p_0)$ indicates the transition to the ground state of $^{14}$N, $(\alpha, p_1)$, $(\alpha, p_2)$ to the first and second excited states, PPAC $a$ and $b$ the recoil proton events from the two PPACs at upstream. The calculation includes the determination accuracies of time and energy.

2.2. Statistics

From the result of the test experiment [9] the maximum $^{11}$C beam rate is expected as high as $5 \times 10^5$ pps on target. The yield corresponding to the $(\alpha, p_0)$ channel can be estimated using the cross section derived from the time-reverse reaction data. The cross section increases by two order of magnitude from the center-of-mass energy $E_{CM} = 1$ to 3
MeV at an exponential rate [3]. This redeems the decrease in solid angle at higher energies. the predicted yield of proton per 40-keV-wide bin for a 5-day run is shown in Fig. 3. At the lowest resonance peak which can affect the reaction rate the most, the yield is about 100 of minimally required.

2.3. Resolutions and Systematic Errors

The determination accuracy of the center-of-mass energy and solid angle are shown in Fig. 2 and Fig. 5 respectively. The position resolution of the beam profile monitors, the accuracy of the beam energy, the energy straggling and the energy and position resolution of the Si detectors are taken into account. The simulation is done at a single proton energy of 4.5 MeV related to the lowest energy events of \((\alpha, p_0)\) with this setup which is of the adversest condition. Two different setups of the beam profile monitors are also assumed, which reflect the different thicknesses and position resolutions. The center-of-mass resolution is estimated to be 50 keV at most which satisfy to observe resonant peaks in the excitation function. An MCP detector can be about 20 times thinner than a PPAC and provide advantages on center-of-mass energy resolution at larger angles and on the solid angle accuracy near the target exit. Although the uncertainty of the solid angle attributed to that of the reaction point is considered as the largest factor for the systematic error, the maximum value is still smaller than the statistical error.

3. Conclusions

In this report, proposed is an example of a simple setup, which could overcome the difficulties on the thick-gas-target inverse-kinematics method. Considering event identification, statistics, resolution and systematic errors, this setup could satisfy the required performances with advantages over the past experiments.

The machine time has been already acquired in the 4th RIKEN NP-PAC and scheduled in June, 2009.
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The cross section of the $^{14}\text{N}(\alpha, \alpha)^{14}\text{N}$ reaction can be useful as an input for nuclear reaction calculations for some astrophysical conditions related to nuclei with $A = 14 \sim 18$. It can also be used for comparing with the $^{14}\text{O}(\alpha, p)^{17}\text{F}$ reaction, which is an important reaction for understanding the breakout mechanism from the HCN cycle to the rp process. The excited states in $^{18}\text{F}$ can be studied by the $^{14}\text{N} + \alpha$ experiment, which includes $^{14}\text{N}(\alpha, \alpha)^{14}\text{N}$, $^{14}\text{N}(\alpha, p)^{17}\text{O}$, and $^{14}\text{N}(\alpha, d)^{16}\text{O}$. In addition, the $^{14}\text{N} + \alpha$ experiment can be used as detector calibration for other astrophysically important reactions, especially the ones with radioactive ion beams, by measuring alpha particles and protons.

We performed the $^{14}\text{N} + \alpha$ reaction in inverse kinematics at the CRIB facility of CNS in the RIKEN Accelerator Research Facility [1]. The N+α and O+α experiments were carried out during the same experimental run, where the primary 8.35 MeV/u $^{14}\text{N}$ beam from the AVF cyclotron was used to produce the secondary $^{14}\text{O}$ beam from the $^{14}\text{N}(p,n)^{14}\text{O}$ reaction. For this study, we used only $^{14}\text{N}$ beam with the intensity of $\sim 5 \times 10^5$ pps, whose purity was 67% for $^{14}\text{N}^+\text{N}^{14}$ and 26% for $^{14}\text{N}^+\text{N}^{16}$ at the F3 focal plane.

All the previous $^{14}\text{N}(\alpha, \alpha)^{14}\text{N}$ and $^{14}\text{N}(\alpha, p)^{17}\text{O}$ experiments used alpha particle as a beam and $^{14}\text{N}$ target [2,3,4,5,6]. We performed these reactions in the inverse kinematics, where a $^{14}\text{N}$ beam bombarded a helium gas target. Therefore, we measured most recoiled alpha and proton from the $\text{N}+\alpha$ reaction by the center telescope.

Figure 1 shows the experimental setup at the F3 chamber, where two PPACs, three silicon detector telescopes and a helium gas target were installed for this measurement. The 15 cm long helium gas target has an entrance window of 30 mm diameter and an exit window of 40 mm diameter, covered with a 2.5 $\mu$m Havar foil. It contained a 1.43 mg/cm$^2$ (435 torr, 293 K) helium gas.

While the beam should stop completely in the helium gas or the exit window, the recoiled light particles should be detected by the three sets of the detector telescopes. The center telescope consists of four silicon detectors; a 20 $\mu$m silicon strip detector (SSD), a 73 $\mu$m position sensitive silicon detector (PSSD), and two 1.5 mm detectors. This silicon telescope was placed at zero degrees with respect to the beam direction. The two side-telescopes consist of three layers of 65 $\mu$m, 400 $\mu$m, and 1.5 mm silicon detectors. The first 65 $\mu$m PSSD is shared by the two side telescopes. One of the side telescopes (telescope 3 in Figure 1) was located in perpendicular to the beam direction, and the other telescope (telescope 2 in Figure 1) was rotated forty degrees with respect to the first 65 $\mu$m PSSD. The surface area of each detector is 5 cm x 5 cm and each PSSD has 16 x 16 strips.

Because most light particles from the reactions are forward peaked, we only used the events from the center telescope. The second 73 $\mu$m silicon and the third 1.5 mm one of the center telescope were used as $\Delta E$ and $E$, respectively for particle identification. Figure 2 shows the particle identification spectrum, where protons, deuterons, $^3\text{He}$ and alpha particles were cleanly separated.

From the particle identification spectrum, we can measure simultaneously the cross sections of the $^{14}\text{N}(\alpha, \alpha)^{14}\text{N}$, $^{14}\text{N}(\alpha, p)^{17}\text{O}$, and $^{14}\text{N}(\alpha, d)^{16}\text{O}$ reactions from the $^{14}\text{N} + \alpha$
The energy of the $^{14}\text{N}$ beam at the helium target just after the entrance Havar foil was 33.9 MeV. This energy allowed us to study the $\text{N}+\alpha$ reaction at $3.8 \text{ MeV} < E_{\text{cm}} < 6.1 \text{ MeV}$, which corresponds to 8.2 - 10.5 MeV in excited states of $^{18}\text{F}$.

For calculating the differential cross section, the energy correction due to the reaction point at the target and the detection angle was applied. The corrected energy range measured by the silicon detectors is slightly higher than the raw energy range, because the energy loss by the exit window of the target and the energy loss due to different reaction path were included. The lab energy was then converted to the center of mass energy, and width of the bin was set in the 0.04 MeV interval.

Figure 2. The $\Delta E - E$ spectrum

Figure 3. Excitation function for the $^{14}\text{N}(\alpha, \alpha)^{14}\text{N}$ reaction

Similar to to elastic scattering of $^{14}\text{N} + \alpha$, we analyzed the data for the $^{14}\text{N}(\alpha, p)^{17}\text{O}$ reaction and the $^{14}\text{N}(\alpha, d)^{16}\text{O}$ reaction. Our preliminary results of the differential cross sections of the reactions are shown in Figs. 4 and Figure 5, respectively.

In summary, we studied the $^{14}\text{N}(\alpha, \alpha)^{14}\text{N}$, $^{14}\text{N}(\alpha, p)^{17}\text{O}$, and $^{14}\text{N}(\alpha, d)^{16}\text{O}$ reactions at $3.8 \text{ MeV} < E_{\text{cm}} < 6.1 \text{ MeV}$ in the inverse kinematics. We identified a few excited states of $^{18}\text{F}$ above the $^{14}\text{N} + \alpha$ threshold. Our measured cross sections of $^{14}\text{N}(\alpha, \alpha)^{14}\text{N}$, $^{14}\text{N}(\alpha, p)^{17}\text{O}$ agree with previous other experiments measured using $^4\text{He}$ beams. We also measured the cross section of $^{14}\text{N}(\alpha, d)^{16}\text{O}$ at $3.8 \text{ MeV}$ and $< E_{\text{cm}} < 6.1 \text{ MeV}$ for the first time. Because of large cross sections of the above reactions and known resonances of $^{18}\text{F}$, they can be used for energy calibration in other astrophysically important experiments that require radioactive ion beams, such as $^{14}\text{O}(\alpha, p)^{17}\text{F}$.
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Our knowledge of nuclei comes mainly from the experiments with nuclei in the valley of the stability. Experiments with nuclei far from the stability-line are expected to provide tests of current nuclear structure models. In particular, light nuclei locating near the drip line may exhibit exotic phenomena, such as manifestations of halo/skin structure. Information on the nuclear structure can be extracted from the reaction data. Among many nuclear reactions, the elastic scattering is a major channel and will provide rich information on reaction mechanism and structures of the nuclei. It also used to determine optical potentials which is important inputs for any reaction studies. However, elastic scattering data for light exotic nuclei are extremely scarce, which raises questions about accuracy and reliability of nuclear structure information extracted from the reaction studies. Because of halo/skin structures and the small binding energy of the last nucleon(s), the light exotic nuclei may behave differently from stable, well-bound nuclei in reactions and reliability of simple-minded extrapolation from the systematics in stable nuclei is open to doubt. Thus, studies of elastic scattering induced by light exotic nuclei are of particular interest.

Study of the $^{17}$F elastic scattering is motivated by our interest described above. $^{17}$F is a proton drip line nucleus. The study of this nucleus is quite interesting for three reasons: (i) its binding energy is 601 keV. Because of this loose binding, the rms radius is significantly larger than that of $^{16}$O core, and is considered to be a nuclear halo state. (ii) it has only one bound state below the breakup threshold, (iii) its first excited state has a halo structure [11,12]. Many experiments have been performed to explore its structure and reaction mechanisms in recent years. Elastic scattering of $^{17}$F+$^{208}$Pb was measured at 10MeV/nucleon [3], 98MeV and 120 MeV [3], 90.4MeV [5], respectively. Precise data have been obtained for the elastic scattering of $^{17}$F on $^{12}$C and $^{14}$N at 10MeV/nucleon [6].

In most of the above cases, the data are taken for the $^{208}$Pb target. Most of the experimental data on light targets are hardly found, except for the data from $^{12}$C and $^{14}$N at the energy of 10MeV/nucleon [2]. So the experiment was planned to extract the optical potential of the elastic scattering for $^{17}$F on light target at energies near Coulomb barrier. We can not only obtain the angular distribution of elastic scattering for $^{17}$F on light target at energies near Coulomb barrier, but also know clearly about nuclear interaction for $^{17}$F. In the theoretical programmes, such as Ptolemy, Double Folding Potential (DFP) and Ecis, etc., one can fit the angular distribution of elastic scattering to extract parameters of the optical potential for nuclear reactions. The optical potential denotes the nuclear interaction between the two nuclei.

In order to obtain the elastic scattering data of $^{17}$F on light target nuclei at energies near Coulomb barrier, 60MeV $^{17}$F+$^{12}$C reaction was performed at CNS Radioactive Ion Beam separator (CRIB) in Japan. The beam intensity on the target was about $4 \times 10^5$ pps. A 435$\mu$g/cm$^2$-thick $^{12}$C target was used for the $^{17}$F+$^{12}$C elastic scattering. Projectile $^{17}$F was identified by time of flight (TOF) method before target. Position of $^{17}$F are obtained by using two position sensitive PPAC (Parallel Plate Avalanche Counter) along the beam direction, and its position on $^{12}$C target can be determined. Six sets of detector telescopes $\Delta E$-$E$ were composed of double sided Silicon strip detectors(50mm×50mm in area)(DSSD) and square silicon detectors(SSD), and covered angle range about $\Theta_{lab} = 5^\circ - 80^\circ$. They were symmetrically positioned around the beam axis in order to measure efficiently the events of $^{17}$F elastic scattering. The distance from the target center to the strip detectors are 145 mm, 115 mm and 85 mm depending on the three angle settings. Thin $\Delta E$ (DSSD, 65$\mu$m thickness) placed in front of 300$\mu$m-thick E (SSD). Such detector configuration allowed identification of the Z of the scattered charged particles.
particles. The emitted angle of $^{17}$F can be determined precisely by silicon strip detectors. We will be able to extract precisely the angular distribution of elastic scattering for 60MeV $^{17}$F+$^{12}$C.

Figure 1 shows the particle identification before target by using the method of TOF as well as radio frequency (RF) signal. TOF is obtained by using the time signals of two PPACs before target. It is shown that $^{17}$F particles can be identified clearly from the primary beam, which is a high intensity $^{16}$O beam. After target, the silicon strip detectors are used to detect reaction particles.

Figure 2 shows the distribution of $^{17}$F on the strip detectors. The elastic peak of $^{17}$F is shown clearly. However, the excited state of $^{17}$F can not be identified on the strip detectors since the resolution of detectors is not enough yet. The peak should give the quasi-elastic event of $^{17}$F. The other continuous distribution could be from the other nuclear reactions, such as breakup, pre-equilibrium, etc. Two PPACs are calibrated from channel to time. The trajectory of $^{17}$F is measured by using two PPACs and double strip detectors, then the scattering angle can be obtained. More detailed analyses of elastic scattering for 60MeV $^{17}$F+$^{12}$C are being done.
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The cross section of the nuclear reaction $^{18}\text{F}(p,\alpha)^{15}\text{O}$ is of interest for astrophysics in the energy range 100-500 keV (center of mass). Actually, the first signals coming from a Nova event are the gamma rays emitted in the $^{18}\text{F}$ decay and this is the reason why the knowledge of the cross section of the reaction just mentioned is important [11] and it was widely studied even in recent years, see e.g. [2, 3, 4, 5, 6, 7, 8]. Nonetheless, it still needs to be investigated.

We performed two runs of an experiment aiming at the measurement of the $^{18}\text{F}(p,\alpha)^{15}\text{O}$ reaction using a $^{18}\text{F}$ beam produced at the CRIB set-up of the Center for Nuclear Study (CNS) of the University of Tokyo, based at the RIKEN campus in Wako, Japan. An introduction to our approach to this problem has already been mentioned in previous papers [3, 13]. We will report here on the present status of the experiment and its data analysis.

In the first run, performed in March 2007, we used the thick target method in order to directly measure the cross section of the reaction down to a center of mass energy of roughly 400 keV. As it is well known, this method allows for the investigation of a wide region of the excitation function using a single beam energy.

In the second run, March 2008, we used the Trojan Horse Method (THM) approach (see e.g. [11, 12]) to explore the energy region from roughly 100 keV in the center of mass up to roughly 600 keV so to have an overlap region with our other direct measurements.

The experimental CRIB set-up is described in ref. [13] and details on the beam production as well as of the detection system are reported in the papers cited above [5, 10].

In the direct measurement experiment, we tuned the CRIB system to get a beam of $^{18}\text{F}$ at roughly 13.5 MeV that was used to bombard a thick (319 $\mu$g/cm$^2$) CH$_2$ target, while in the THM experiment the beam energy was chosen to be around 50 MeV. In this case a set of thin (100-200 $\mu$g/cm$^2$) CD$_2$ target was used.

The main parts of the detection system are a doublet of parallel plate avalanche counters (PPAC) located on the beam line during the measurement, eight bidimensional position sensitive silicon detectors (DPSSD) with a sensitive area of 45 mm by 45 mm each and a pair of double sided multistrip silicon detectors (DSSSD) 48 by 48 mm each. The eight DPSSDs were mounted to form a 3 by 3 squared plane array with a central hole of the dimensions of a single DPPSD. The two DSSSDs were mounted downstream of the DPSSD array to cover part of its central hole.

In the THM experiment, the second PPAC was replaced by a micro channel plate (MCP) system. This allowed for a much lower energy loss of the beam compared with the PPAC, so that the beam production conditions were similar to those of the direct experiment.

The PPACs (or the PPAC-MCP pair) were used to reconstruct the trajectory of each single incident particle. In this way we can correct the measured angles for the intrinsic beam divergence. Also, these detectors were used as part of the time of flight measurement system in order to achieve mass identification.

The DPSSD array and the DSSSD detected the outgoing particles over a large portion of the solid angle ($\phi \simeq 2\pi$ and $\theta \simeq 7 - 40$ degrees).

The initial phase of the data analysis work was devoted to the writing of a software package that allowed for the conversion of the raw data taken during the experiment into objects readable by the well know ROOT analysis suite. In spite of the simplicity of this task, much time was devoted to the debugging of the software in order to have a reliable conversion of the data format and to avoid ill-treated events that could bring to artifacts in the data samples. In this software package, routines for the energy and position calibration of the detectors have also been implemented. Special attention was then devoted to the part of software, also embedded in the previous one, that takes care of the transformation of the position information given by the detectors into a correct angular information checking its response to a number of ad hoc generated sample events. Indeed, owing to the intrinsic beam divergence the projectiles do not im-
pinge on the target at zero degrees nor in the central position (as identified by the intersection of the ideal beam direction with the target plane). Instead, they show an incidence angle and position on the target that differ event by event. As the experiments need a relatively high angular resolution, this implies that the zenithal and azimuthal angles have to be calculated taking into account the actual values of the incidence angle and position.

The calibration of the detectors has been performed for both the direct and THM measurements.

The position resolution of the DSSSD is fixed by the strip pitch (3 mm), that of the DPSSDs has been found to be, as declared by the manufacturer, better than 1 mm. Figure 1 shows a typical position pattern obtained from one of the DPSSD. The energy calibration was done using a standard triple peak alpha source and the elastic scattering of the primary $^{18}$O beam on a $^{197}$Au target checked against the result for the scattering of the $^{18}$F radioactive beam on the same target. The energy resolution of the DSSSD was of the order of 0.5% while the DPSSD ones was somewhat worse, around 1.5%.

The data analysis for the THM experiment is presently being started while that concerning the direct measurement of the $^{18}$F+p reaction is more advanced though still not finished yet.

The first goal of this latter analysis is to check the results obtained in this work with those of previous experiments at least in the energy region where they are well established. This comparison is presently being performed.
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Feasibility study of the $^{18}$Ne($\alpha$, p)$^{21}$Na reaction and development of the GEM-MSTPC


$^a$Center for Nuclear Study, Graduate School of Science, University of Tokyo
$^b$Graduate School of Pure and Applied Sciences, University of Tsukuba
$^c$Institute of Particle and Nuclear Studies (IPNS), High Energy Accelerator Research Organization (KEK)
$^d$Research Center for Physics and Mathematics, Faculty of Engineering, Osaka Electro-Communication University

1. Introduction

The $^{18}$Ne($\alpha$, p)$^{21}$Na reaction is one of the main possible breakout routes. The reaction lead to the rp-process from the hot-CNO cycle, and convertre the initial CNO elements into heavier elements. It is predicted that the $\beta$-decay of $^{18}$Ne can be bypassed by the $^{18}$Ne($\alpha$, p)$^{21}$Na reaction at $T \geq 0.4$ GK. In particular, at around $T = 1.0$ GK of which the Gamow energy correspond to 1.5 MeV in center-of-mass energy ($E_{cm}$), this reaction is considered to dominate the breakout path.

Although several experimental efforts on the $^{18}$Ne($\alpha$, p)$^{21}$Na reaction were reported in this energy region [1], the information for the reaction rate is very limited. Presently, there is no direct cross-section measurement of the reaction at the energy of interest. Since the contribution of the reaction to the breakout path is poorly known, it is very important to measure the cross section of the $^{18}$Ne($\alpha$, p)$^{21}$Na reaction accurately for identifying the breakout condition.

We are planning to directly measure the excitation function of the $^{18}$Ne($\alpha$, p)$^{21}$Na reaction cross section in the low energies region using a sophisticated active target type detector system, Gas Electron Multiplier – Multiple Sampling and Tracking Proportional Chamber (GEM – MSTPC).

In this report, the feasibility of the experiment is discussed. In addition, the present status of the GEM – MSTPC will be explained.

2. Low-energy $^{18}$Ne secondary beam production at CRIB

The required intensity, energy, and purity of the $^{18}$Ne beam are $10^5$ pps, 3.5 MeV/u, and 80%, respectively. In order to achieve these conditions, we will use the experimental conditions shown in Table 1.

The $^{18}$Ne secondary beam particles will be produced using the $^3$He($^{16}$O, $^{18}$Ne)n reaction at $E_{cm} = 6.8$ MeV/u and separated by the CNS low-energy Radioactive Ion Beam (CRIB) separator [2]. The cross section of the $^3$He($^{16}$O, $^{18}$Ne)n reaction can be roughly estimated to be $1 – 2$ mb at $E_{cm} = 4.5$ MeV/u according to a work on the same reaction [3]. Then, the production rate of $^{18}$Ne particles may be about $2.0 – 4.1 \times 10^6$ pps. Since the acceptance of CRIB, which calculated by LISE++ [3], is about 5%. The estimated rate of $^{18}$Ne is about $1.0 – 2.0 \times 10^5$ pps.

<table>
<thead>
<tr>
<th>Table 1. The production conditions of $^{18}$Ne beam.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production reaction</td>
</tr>
<tr>
<td>Energy of primary beam</td>
</tr>
<tr>
<td>Intensity of primary beam</td>
</tr>
<tr>
<td>$^3$He gas target</td>
</tr>
<tr>
<td>(Cryogenic target)</td>
</tr>
</tbody>
</table>

One serious concern is the purity of $^{18}$Ne beam. We will select $^{18}$Ne$^{10+}$ to reject impurities. In this situation, $^{16}$O will be stopped in the D1 magnet. In addition, the most of other impurities are swept out by using the Wien Filter and beam stopper in front of the F3 focal plane. Thus, the purity will be achieved higher than 80%. The estimated result satisfied the required condition of the $^{18}$Ne beam.

3. Detector system

Figure 1 shows the experimental setup, which consists of a micro-channel plate (MCP), the GEM – MSTPC, and position sensitive silicon detectors (PSDs).

The MCP will be set in front of the GEM – MSTPC for the beam monitoring. The beam position and TOF can be measured on an event-by-event basis to identify the nuclide and to determine the absolute energy of beam particle.

The PSD array is set just outside of the gas sensitive area of the GEM -MSTPC in order to measure the energies and directions of protons. The solid angle and the angular range are 15.2% and 0 – 115 degrees, respectively.

The main chamber GEM – MSTPC has a structure based on the MSTPC [3, 5]. The MSTPC can measure the three dimensional trajectories and the energy loss of all relevant charged particle of reaction, which makes it possible to identify the true reaction events. The original MSTPC works well under the the beam injection rate lower than $10^4$ pps. However, in the higher injection rate, output signals become unstable due to space charge gain limitation.
near the individual anode wire. To overcome this limitation, we adopted a Gas Electron Multiplier (GEM) [12] foil, instead of a multi-wire proportional counter of the MSTPC.

The GEM – MSTPC consists of a drift space region and a proportional region. The drift space region has an active volume of 295 mm long, 278 mm wide 100 mm high. The proportional counter region consists of a low – gain regions for measurement of beam and/or recoil particles, and three high – gain region for measurement of emitted protons. Each region consists of one or more GEM foils and a position sensitive read – out pads.

A operating gas and its pressure are 90% 4He and 10% CO2 and 0.2 atm. We studied some properties of the GEM – MSTPC in the low-pressure He +CO2 (10%) gas using α-rays from a 241Am. The details are shown in Ref. [8].

The experimental requires the gas gain higher than 10^3 for the GEM – MSTPC. We used two kinds of GEM foils for gas gain measurements: One is a standard CERN GEM foil (with 50 μm thickness) [12] and the other one is a 400 μm thick GEM (THGEM) [9]. While the gas gain of CERN GEM is less than 10^3 for single and double GEM configuration, the gain of the THGEM could be higher than 10^3 for a single configuration. In addition, the CERN GEM foil is easy broken, but the THGEM is robust against discharge phenomenon. Therefore, we adopted THGEM as a proportional counter of GEM – MSTPC.

A time dependence of gas gain was found for THGEM. This phenomenon, which comes from charging-up of the insulator between GEM electrodes, depends on the hole structure of the GEM foil [11]. As for the original THGEM, there is a 100 μm bare insulator (rim) from a hole edge. We considered that this rim was related to charging-up phenomenon. The rims were pruned from the original THGEM. After this modification, the pulse height shift disappeared.

It is important for stable position resolution of particle tracks to keep the uniform drift field. The main origin of distorted field is a large amount of positive ions feedback from the GEM foil existing in the drift space [11]. The ion feedback ratio (IFB) is defined as a ratio of total number of feedback positive ions to the one of electrons collected by the anode plate. At beam injection rate of 10^8 pps, this ratio is required to be less than 1%.

The measured IFB for a single THGEM configuration was about 30%. To reduce the IFB, additional two THGEM foils were installed between the drift space and the single THGEM. We have performed systematic search by changing electric voltage of the additional THGEMs and in transfer gaps between the THGEMs. The IFB was found to be less than 2% for this triple THGEM configuration. Further effort to reduce the ion feedback is under progress.

4. Yield estimation

Figure 2 shows estimated number of events per energy bin of 100 keV. The energy-loss process of the beam particle is utilized to scan the center-of-mass (cm) energy (E_{cm}) to deduce the excitation function without changing the second-order beam energy. In the present condition, we can measure the cross sections of the ^{18}Ne(\alpha, p)^{21}Na reaction at E_{cm} = 0.5 – 4.0 MeV.

The open squares are calculated by the statistical model [12]. The open circles are calculated results that assumed two resonances together with a statistical calculation. The cross section of resonant reaction was calculated by Breit – Wigner formula. In both cases, we can measure the cross sections at E_{cm} ≥ 1.5 MeV with a statistical uncertainty better than 20%. This energy region correspond to about T ≥ 1.0 GK.

5. Summary

We will perform the direct measurement of the excitation function of the ^{18}Ne(\alpha, p)^{21}Na reaction cross section at the low energies region using the GEM – MSTPC. The main problem is the positive ion feed back from the GEM foil. After solving the problem, we can measure the excitation function of the ^{18}Ne(\alpha, p)^{21}Na reaction at E_{cm} ≥ 1.5 MeV with a statistical uncertainty better than 20%.
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1. Introduction

The explosive hydrogen burning is thought to be a main source of energy generation in novae and X-ray bursts, and also provides an important route for nucleosynthesis of material up to masses as high as the mass 100 region via rp-process [1]. Nucleosynthesis in the NeNa cycle during nova outbursts leads to the synthesis of the astronomically important $^{22}$Na nucleus, the radioactive isotope with a 2.602 yr half-life. Its beta decay leads to the emission of a 1.275 MeV gamma ray, following population of the first excited state in $^{22}$Ne. This gamma-ray is a possible observable for nova events. Observational searches were performed with NASA’s COMPTEL on-board CGRO satellite of five ONe novae [2]. Furthermore, ESA satellite INTEGRAL was launched in April 2002 to attempt to detect this $\gamma$ ray, but the detection is still quite challenging, since the expected flux is small [3].

The synthesis of $^{22}$Na in novae has been extensively investigated in the past two decades (a recent review is found in Ref. [3]). Proton-capture reactions on the seed nuclei $^{20}$Ne are responsible for the synthesis of significant amount of the unstable nucleus $^{21}$Na. This is followed by either two possible reaction paths. In the first path (called the “cold” NeNa cycle) $^{21}$Na leads to production of $^{22}$Na by following reactions, $^{21}$Na($p,\gamma$)$^{22}$Na. In the second path, associated with higher temperature (called “hot” NeNa cycle), the proton capture process on $^{20}$Na dominates over its $\beta$-decay, followed by $^{21}$Na($p,\gamma$)$^{22}$Mg($\beta^+$)$^{22}$Na. There is little net mass flow from $^{22}$Na with $\gamma$-rays. One of the main reactions associated with calculating the amount of $^{22}$Na in nova outbursts is the $^{21}$Na($p,\gamma$) reaction [5]. This reaction has been recently carried out by TRIUMF-\textit{ISAC} groupe [6].

At high temperature and density condition, like in X-ray bursts, reaction flow occurs mainly via rp-process, a combination of $(p,\gamma)$, $(\alpha,p)$ reactions, and $\beta^+$ decays, it will be commenced by breakout processes from one cycle to the next. The investigation of the breakout process from the NeNa cycle to the MgAl cycle is also important to understand the early stage of the rp-process [6]. The $^{21}$Na($p,\gamma$)$^{22}$Mg reaction could be the main link from the NeNa cycle to the MgAl cycle and beyond, and leads the way into rp-process [8]. Since the Q-value of $^{22}$Mg($p,\gamma$) is low ($Q = 126$ keV), it will enters $(p,\gamma)(\gamma,p)$ equilibrium with $^{23}$Al that prevents the reaction flow, and $^{22}$Mg could be a potential waiting point [3].

The predicted $^{22}$Na abundance might be reduced by $\alpha$-induced reactions on $^{21}$Na, in particular $(\alpha,p)$. This could be the break-out process from the NeNa cycle and bypassing the production of $^{22}$Na, and in the X-ray bursts, it can bridge the waiting point at $^{22}$Mg. The other motivation is to advance knowledge of the nuclear level structure in $^{23}$Al that was poorly known above the $\alpha$-threshold. So far, only two levels have been reported above this threshold. They are at 9.275 MeV and 9.415 MeV [11].

2. Experiment

The experiment was performed using a low energy $^{21}$Na beam from the CNS Radioactive Ion Beam separator (CRIB) [10]. This is the direct measurement using the thick target method in inverse kinematics. Experimental setup was installed in the F3 chamber at the downstream of the Wien filter as shown in Fig. 1. Two PPACs were set to measure the timing and position of the incoming $^{21}$Na beam particles. The timing information was used for making event triggers, and also for particle identification with a time-of-flight (TOF) method. The position of the beam particle and the incident angle at the target were determined by extrapolating the positions measured by the two PPACs. The gas target has a semi-cylindrical shape with a length of 15 cm in the beam line direction. The entrance window was made of a Havar foil of 2.5 $\mu$m thickness and the exit window was made of 25 $\mu$m thick Mylar foil. The gas cell was filled with Helium gas at 580 Torr.

Figure 1. Experiment setup at F3 chamber

There are three multi-layered silicon detector sets, re-
ferred to as $\Delta E - E$ telescopes, were used for measuring the energy and angular distribution of products after the Helium target. The $\Delta E - E$ telescopes consisted of a thin Micron Double-Sided Silicon detector with a thickness of about 70 $\mu$m, referred to $\Delta E$ detector, followed by a Hamamatsu Silicon detector of 280 $\mu$m thickness, and two thick Micron Silicon detectors with thickness of about 1.5 mm. They were placed at 178 mm distant from the center of the gas target.

The $^{21}$Na secondary beam was produced via the $^2$H$(^{20}$Ne, $^{21}$Na)n reaction. The $^{20}$Ne$^{2+}$ primary beam was accelerated up to 6.23 MeV/u by the AVF cyclotron of RIKEN. The developed cryogenic gas target system was cooled down to 77 K by liquid nitrogen. The momenta of the $^{21}$Na$^{11+}$ secondary beam was analyzed by the dipole magnet D1 and reached the momentum dispersive focal plane F1. The momenta of the particles were selected by a slit at F1 chamber and transported to the achromatical focal plane F2. The particles were clearly identified by the $E$ - TOF method (see Fig. 2 (a)), where TOF implies the time-of-flight between the RF signals from the cyclotron and the Parallel-Plate Avalanche Counters (PPAC), and $E$ indicates the energy measured by a Si detector downstream of the PPAC. There are some other radioactive isotopes produced together with the $^{21}$Na beam by some other reactions. The optimum purity of $^{21}$Na$^{11+}$ estimated at F2 chamber is 16.1 %. In order to further separate $^{21}$Na$^{11+}$ from other contaminant particles, the Wien filter was applied with the high voltages + 72 kV and - 44 kV. After the Wien filter, the $^{21}$Na beam is purified about 96 % and has an intensity up to 5x10$^7$ pps. The beam energy right after the entrance Havar foil is 39 MeV. The beam is fully stopped in the exit Mylar foil. The scanned energy region is from 1 MeV to 6 MeV in the center of mass frame, corresponding to the excitation energy of $^{25}$Al compound nucleus from 10.16 MeV to 15.16 MeV.

![Figure 2](image.png)

**Figure 2.** (a) Particle identification at F2, (b) at F3

3. Analysis and preliminary results

The reaction products were detected by the $\Delta E - E$ telescopes. The proton and alpha are distinguished clearly from the other particles as shown in Fig. 3 (b). However, they were produced not only by the ($\alpha$,p) and alpha scattering reactions in the gas target, but also by other material at upstream of target, such as PPACs. This background can be identified by taking into account the TOF, and subtracted the data of Argon gas measurement. Figure 3 shows preliminary alpha scattering excitation function measured at $0^\circ \sim 10^\circ$ in the laboratory frame, where elastic scattering was assumed for all the $\alpha$ events.

![Figure 3](image.png)

**Figure 3.** Alpha scattering excitation functions measured at (a) from $0^\circ$ to $5^\circ$ and (b) from $5^\circ$ to $10^\circ$

An R-matrix fit to the excitation function will be used to extract physical parameters, such as resonant energies, alpha widths and spin parities in $^{25}$Al. These information are crucially important to calculate the reaction rate and to discuss on their implication for astrophysics. The analysis is in progress.
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1. Introduction

The astrophysically important states in $^{26}$Si have been studied with different reactions [1, 2, 3, 4, 5] because of their dominant contributions to the $^{25}$Al($p,γ$)$^{26}$Si reaction rate at nova temperatures. But controversies exist on the spin-parity assignments for some dominant states, such as the 5.912 MeV and 5.946 MeV states, and the level energies and spin-parities of the newly found states from those measurements also need to be confirmed. Furthermore, comparison with the mirror nucleus suggests the possible existence of new states in $^{26}$Si, which may contribute strongly to the $^{25}$Al($p,γ$)$^{26}$Si rate at supernova temperatures. To address these issues, we performed an elastic scattering of $^{25}$Al+p with CRIB [7] at RIKEN for obtaining information on states in a broad range ($E_x=5.6$ MeV - 8.6 MeV) above the proton threshold [8]. A thick target method [6, 9] was used to scan the center-of-mass energy from 0 to 3.38 MeV with the secondary beam of 3.52 MeV/nucleon $^{25}$Al impinging on the 6.58 mg/cm$^2$ CH$_2$ target, which corresponds to a range of excited states from 5.515 MeV ($^{25}$Al+p threshold) to about 8.9 MeV. In this report, we will present the update on the data analysis and the new $^{25}$Al($p,γ$)$^{26}$Si reaction rate based on our result.

2. Data Analysis

After correcting the energy loss of the scattered protons in the target and subtracting the background protons due to the carbon component in the target, we can obtain the final excitation function, as shown in Fig. 1.

Since at low energies ($E_R<1.2$ MeV) the Coulomb scattering is dominant, no apparent resonance signature was observed in the excitation function. At the high energy region ($E_R>2.5$ MeV) in the excitation function, there are several resonance-alike signatures and they are very difficult to be identified due to the poor statistics. Therefore, we only fit the three prominent resonances in the range from the 1424 keV to 2484 keV using the R-Matrix formalism of the differential cross-section for compound nuclear reactions or scatterings [11].

According to scattering theory, the s-wave ($l=0$) scattering is dominant and the higher partial waves make less or negligible contributions to the scattering. Therefore, the three resonances can be fitted assuming s-wave scattering, with the best fit shown in Fig. 2. The fitting range corresponds to the level range of 6.942 MeV to 8.002 MeV, which is within the Gamow window ($T_9>1$). The uncertainty ($\sim15\%$, systematic and statistical) for the data is adopted from reference [12] considering the similar experimental set-up. Table 1 lists the resonance parameters for the three resonances extracted from the R-Matrix fit to the data.

![Excitation function at 0° in the center of mass frame after energy loss correction and background subtraction.](image-url)
Table 1. List of parameters of resonances from a R-Matrix fit to the three resonances in the experimental differential cross section in the energy range 1424 keV — 2484 keV. The pole energy $E_\lambda$, the resonance energy $E_R$ and the level energy $E_s$ are in units of MeV and the resonance width $\Gamma_R$ is in units of keV. The proton separation energy (or proton threshold energy) is $S_p=5.518$ MeV. Th uncertainties quoted are directly from the fits.

<table>
<thead>
<tr>
<th>$J^\pi$</th>
<th>$E_\lambda$ (keV)</th>
<th>$E_R$ (keV)</th>
<th>$E_s$ (keV)</th>
<th>$\Gamma_R$ (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2$^+$</td>
<td>1.882(45)</td>
<td>1.617(76)</td>
<td>7.135(76)</td>
<td>43(10)</td>
</tr>
<tr>
<td>2$^+$</td>
<td>2.018(11)</td>
<td>1.977(15)</td>
<td>7.495(15)</td>
<td>10(3)</td>
</tr>
<tr>
<td>3$^+$</td>
<td>2.251(19)</td>
<td>2.129(28)</td>
<td>7.647(28)</td>
<td>89(15)</td>
</tr>
</tbody>
</table>

Figure 2. An R-Matrix fit for the three resonances at $E_R \sim 1.62$ MeV, 1.97 MeV and 2.13 MeV, with s-wave (l=0) scattering for all and $J^\pi=2^+$, $2^+$ and $3^+$, respectively.

3. The $^{25}$Al$(p,\gamma)^{26}$Si reaction rate

The total resonant reaction rate was calculated using the formula as follows:

$$\langle \sigma v \rangle_{res} = 2.557 \times 10^{-19} \left( \frac{m_A m_B}{m_A + m_B} T_0 \right)^{-3/2} \times \sum_i (\omega \gamma)_{exp} \left( -\frac{11.605 E_R}{T_0} \right) \text{[cm}^3 \text{s}^{-1}]$$

where $m_A$ and $m_B$ are the masses of the reacting nuclei in units of a.m.u., $\omega \gamma$ is the resonance strength in units of eV and $E_R$ is the resonance energy in units of MeV.

Table 2 lists all the input parameter values to be used in the calculation of the $^{25}$Al$(p,\gamma)^{26}$Si reaction rate.

The calculated reaction rates are shown in Fig. 3. The rates from the resonances $E_R=155$ keV ($J^\pi = 1^+$), $E_R=394$ keV ($J^\pi = 2^+$) and $E_R=428$ keV ($J^\pi = 3^+$) are directly adopted from Ref [3] and the non-resonant contribution (DC) is taken directly from Ref. [13].

Table 2. List of parameters to be used in the calculations of the $^{25}$Al$(p,\gamma)^{26}$Si stellar reaction rate. The parameters of the first three resonances are adopted from Ref [3]. The $\Gamma_\gamma$ and $\omega \gamma$ for the three resonances from our analysis are estimated by calculating the Weisskopf-unit $\gamma$ widths of single-particle transitions.

<table>
<thead>
<tr>
<th>$J^\pi$</th>
<th>$E_R$(keV)</th>
<th>$\Gamma_\gamma$(eV)</th>
<th>$\omega \gamma$(eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1$^+$</td>
<td>155</td>
<td>1.3 x 10$^{-9}$</td>
<td>1.10 x 10$^{-11}$</td>
</tr>
<tr>
<td>2$^+$</td>
<td>394</td>
<td>2.49</td>
<td>1.90 x 10$^{-10}$</td>
</tr>
<tr>
<td>3$^+$</td>
<td>428</td>
<td>1.9 x 10$^{-2}$</td>
<td>5.01 x 10$^{-4}$</td>
</tr>
<tr>
<td>0$^+$</td>
<td>1617</td>
<td>4 x 10$^{3}$</td>
<td>2.91 x 10$^{-2}$</td>
</tr>
<tr>
<td>2$^+$</td>
<td>1977</td>
<td>1 x 10$^{4}$</td>
<td>3.72 x 10$^{-2}$</td>
</tr>
<tr>
<td>3$^+$</td>
<td>2129</td>
<td>8.9 x 10$^{3}$</td>
<td>4.67 x 10$^{-7}$</td>
</tr>
</tbody>
</table>

Figure 3. The $^{25}$Al$(p,\gamma)^{26}$Si reaction rates from direct capture reaction and individual resonances.
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After a systematic investigation of superdeformations in various mass regions, a new 'island' of superdeformed (SD) nuclei was found in the nuclear chart around $A \sim 40$ (i.e., $^{36}$Ar, $^{40}$Ca, and $^{44}$Ti). These nuclei are magic and have spherical shapes whose ground states have a spherical shape. In order to produce the collective degrees of freedom necessary for the formation of SD states, cross-shell excitations involving both $sd$ and $fp$ shells are necessary. SD shell structure in this mass region plays an important role in forming such large deformed structures. The deformed shell gap at $\beta_2 \sim 0.6$ at $N = Z = 20$ is associated with the SD band of $^{40}$Ca with eight particle eight hole (8p-8h) configuration built on the third 0$^+$ state. Another deformed shell gap at $\beta_2 \sim 0.5$ at $N = Z = 18$ is associated with the observed SD band in $^{36}$Ar which is built on the second 0$^+$ state with 4p-4h configuration. The presence of many deformed gaps in this region may imply large deformed structures at high-spin states in $A \sim 40$ nuclei. Woods-Saxon single-particle diagram shows the large deformation gaps at $\beta_2 \sim 0.5$ for $Z = 18$ and $N = 22$. As a consequence, a SD band structure is expected in $^{40}$Ar to be built on the second 0$^+$ state with 6p-4h configuration, which is similar to those observed in $^{36}$Ar and $^{44}$Ca. In order to investigate the SD band in $^{40}$Ar, we have performed an in-beam $\gamma$-ray spectroscopy using a $^{26}$Mg($^{18}$O, 2p2n)$^{40}$Ar reaction.

The experiment was performed at the tandem accelerator facility of the Japan Atomic Energy Agency. An $^{18}$O beam of 70 MeV was used to irradiate the two stacked $^{26}$Mg target foils of 0.47 and 0.43 mg/cm$^2$ thickness. High-spin states in $^{40}$Ar were populated via the $^{26}$Mg($^{18}$O, 2p2n)$^{40}$Ar reaction. Gamma rays were detected by the GEMINI-II array comprised of 16 HPGe detectors with BGO Compton suppressor shields, in coincidence with charged particles detected by the Si-Ball, a 4\pi array consisting of 11 Si detectors of 170 \mu m thickness. The HPGe detectors were placed at 6 different angles, namely 47° (4 Ge's), 72° (2 Ge's), 90° (2 Ge's), 105° (4 Ge's), 144° (1 Ge) and 147° (1 Ge) with respect to the beam direction, which enables us to perform angular distribution and DCO(Directional Correlations from Oriented states) analyses. The most forward placed Si detector was segmented into five sections and the other Si detectors were segmented into two sections each, giving a total of 25 channels that were used to enhance the selectivity of multi-charged-particle channels. With a trigger condition of more than two Compton suppressed Ge detectors firing in coincidence with charged particles, a total number of $6 \times 10^8$ events were collected. Figure 1 shows $\gamma$-ray spectra deduced by different charged particle gates; i.e. (a) 2 $\alpha$, (b) 1 $\alpha$, (c) 2 proton gates. As clearly seen in the figure, $\gamma$ rays associated with different evaporation channel were enhanced by the different charged-particle gates.

![Figure 1. Gamma-ray spectra of the in-band $\gamma$ transitions of SD band deduced by gating on the different charged-particle channels.](image-url)
transitions, the parity of the band was assigned to be positive.

Figure 2. Gamma-ray spectrum created by gating on the in-band γ transitions of SD band in 40Ar.

In order to compare the high-spin behavior of the rotational band in 40Ar with the SD bands in 36Ar [2] and 40Ca [3], kinematical moments of inertia (J1) scaled by A5/3 for 36Ar, 40Ca and 40Ar are plotted as a function of rotational frequency (Fig. 3). Here, J1 values are scaled by A5/3. Because 40Ar has the similar J1 values to the one for 36Ar and 40Ca, the size of deformation of the 40Ar rotational band is expected to be as large as the deformation of the SD bands in 36Ar and 40Ca. Unlike 36Ar, no backbending was observed in 40Ar. Its behavior is rather similar to 40Ca. Many theoretical models including the shell model [4, 14, 15, 16] and the several mean-field models [17, 18, 19] were applied to the analyses of 36Ar. All calculations show that the origin of the strong backbending in 36Ar is due to the simultaneous alignment of protons and neutrons in the I1/2 orbital.

To determine the deformation of the band, the transition quadrupole moment Q was deduced from the residual Doppler shift analysis [18] to be ~1.45 eb [19]. This result indicates the superdeformed shape of the band with the deformation parameter β2 ~ 0.5.

Pronounced differences in the high-spin behavior between 36Ar and 40Ar might imply that an addition of four neutrons to 36Ar gives rise to a change on the structure. In order to understand this structural change, the cranked Hatree-Fock-Bogoliubov (HFB) calculations with the P+QQ force [17] were carried out. The evolution of the nuclear shape was treated in a fully self-consistent manner, and the model space of the full sd-fp shell plus the g9/2 orbit was employed. The calculation shows that β2 = 0.57 at J = 0h and that the deformation gradually decreases to 0.45 at J = 12h. The triaxiality component is found to be almost zero (γ ≈ 0°) throughout this angular momentum range. This result agrees with the experimental Qγ value within the error bars.

Studies of high-spin states in other nuclei produced in the 18O+26Mg fusion reaction are now in progress.
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1. Introduction
For the rapid proton capture process ($rp$-process) in X-ray burst and the core-collapse stage of supernova, weak interaction processes of proton-rich pf-shell nuclei far from stability play important roles [1]. Studies of the $\beta$ decay and electron capture of these proton-rich pf-shell nuclei are of great astrophysical interest. These decays involved in the charged-current processes, e.g., $p \rightarrow n + e^+ + \nu$, are predominated by the Fermi and Gamow-Teller (GT) transitions. Thus, these experimental data are required to understand nuclear properties and astrophysical problems.

Information on the GT transitions can be derived directly from $\beta$-decay measurements. Recently, studies were performed for several proton-rich pf-shell nuclei [2-5]. However, the GT transition strengths (B(GT)’s) of these proton-rich nuclei far from stability were measured for only a few low-lying states with large uncertainties due to the small production cross sections and short half lives. To determine the B(GT) accurately, it is important to know the feeding ratio and the half life of the $\beta$ decay accurately.

As for the $\beta$ decay of $^{46}$Cr, one of proton-rich pf-shell nuclei, half life has been reported with a large uncertainty; 240(140) [2] ms and 260(60) [3] ms, and only a gamma line of 993 keV was measured with $\beta$ decay [4].

In this study, the final goal is to measure the properties of $^{46}$Cr, namely, i) the half life of the $\beta$ decay with an accuracy better than 10 %, and ii) the decay branching ratios to the ground state (Fermi transition) and GT states accurately.

2. Experimental procedure
The experiment to measure the half life of $^{46}$Cr was performed using the low-energy RI beam separator (CRIB) [6, 8] of the Center for Nuclear Study (CNS), University of Tokyo. The $^{46}$Cr nuclei were produced using the $^{36}$Ar + $^{12}$C fusion reaction. A natural C foil of 0.56 mg/cm$^2$ was installed as the primary target. The $^{36}$Ar primary beam was accelerated to 3.6 MeV/nucleon by the RIKEN AVF cyclotron, and degraded to 3.0 MeV/nucleon by a 2.2-$\mu$m-thick Havar foil placed in front of the primary target to maximize production of $^{46}$Cr. To separate $^{46}$Cr from other nuclei produced in the fusion reaction, a Wien filter (W.F.) was used at high voltages of $\pm$85 kV. A microchannel plate (MCP) [9,10] was placed at the final focal plane (F3) to monitor the beam position. We used a 0.7-$\mu$m-thick alminized Mylar for the window of the MCP. An ionization chamber (IC) with a 56-mm length was placed behind the MCP as a $\Delta E$ detector. The IC was operated using isobutane gas at 25 Torr. A double-sided Si strip detector (DSSD) with a thickness of 500-$\mu$m was placed in the IC as an E and a $\beta$-ray detectors. A Si detector of 1.5-mm thickness was placed behind the DSSD as a $\beta$-ray detector. To measure $\beta$-delayed $\gamma$ rays, 3 clover and 1 coaxial Ge detectors were set around the IC. The primary beam was pulsed to measure the half life of $^{46}$Cr. The durations of the beam-on and beam-off periods were 500 and 700 ms, respectively. Non-stop TDC (NSTDC) was used to record absolute time in a pulsed-beam cycle.

3. Experimental results
Figure 1 shows a scatter plot between the $\Delta E$ and the time-of-flight (TOF) between the MCP and the RF signals where clean particle identification (PI) is shown. In this experi-

![Figure 1. TOF-$\Delta E$ spectrum obtained by the IC and MCP placed at F3.](image-url)
Table 1. Purities and intensities of nuclides with the primary beam of 80 particle nA, where the purities and intensities are shown by the unit of % and pps, respectively. Branching ratio indicates the decay branching ratios to the excited states. Half lives are shown by each unit.

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>⁴⁶Cr⁺⁺⁺⁺</th>
<th>⁴⁶V⁺⁺⁺⁺</th>
<th>⁴⁵Ti⁺⁺⁺⁺</th>
<th>⁴⁶Ti⁺⁺⁺⁺</th>
<th>⁴⁵Sc⁺⁺⁺⁺</th>
<th>³⁶Ar⁺⁺⁺⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purity (%)</td>
<td>1.8</td>
<td>8.8</td>
<td>2.2</td>
<td>15.6</td>
<td>4.5</td>
<td>50.7</td>
</tr>
<tr>
<td>Intensity (pps)</td>
<td>5.6</td>
<td>27.2</td>
<td>6.5</td>
<td>48.6</td>
<td>14.0</td>
<td>157.2</td>
</tr>
<tr>
<td>Half life</td>
<td>257 ms</td>
<td>422.4 ms</td>
<td>184.8 m</td>
<td>Stable</td>
<td>3.891 h</td>
<td>Stable</td>
</tr>
<tr>
<td>Branching ratio (%)</td>
<td>21.6</td>
<td>0.019</td>
<td>0.315</td>
<td>22.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From the PI in Fig. 1, this spectrum have only two decay components of ⁴⁶V and ⁴⁶Cr, because ⁴⁶Ti and ³⁶Ar are stable nuclei and ⁴⁵Ti and ⁴³Sc have much longer half lives than the duration of beam-off period. The half life of ⁴⁶Cr was determined as $T_{1/2} = 259\pm40$ ms by fitting this spectrum with a function having two-decay components. This value is consistent with previous data $240\pm140$ ms [2] and $260\pm60$ ms [6]. The half life of ⁴⁶V was also obtained as $T_{1/2} = 425(4)$ ms. This value is in good agreement with a previous value of $422.50(11)$ ms [11].

Figure 3 (a) and (b) show the γ-ray energy spectrum in the energy range of 300 keV to 540 keV and of 540 keV to 1040 keV, respectively. This spectrum was obtained by the β-γ coincidence method during beam off. A 511 keV γ ray in Fig. (a) is due to annihilation of positrons emitted from β⁺ decay. In Fig. (a), a 373 keV β-delayed γ ray of ⁴³Sc is seen. A 993 keV γ ray from β decay of ⁴⁶Cr [2] is seen in Fig. (b).

To discuss the experimental result more in detail, an advanced analysis, using the position information of DSSD, is in progress.
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1. Introduction

Direct photons are one of the most important probes to investigate properties of the matter created by heavy ion collisions since they leave the medium without strong interaction once they are generated. The direct photons are emitted from every stage of the collisions, and their $p_T$ reflect the temperature of the sources. A special interest is put on direct photons in $1.0 < p_T < 5.0$ GeV/$c$ since primary components are considered to be thermal photons from Quark Gluon Plasma (QGP) and photons produced in jet-medium interactions such as jet-photon conversions and in-medium Bremsstrahlung [11]. Thus, the measurement of the direct photons in $1.0 < p_T < 5.0$ GeV/$c$ provides a deep insight into the created matter, but it is very challenging due to a large background from decays of hadrons, particularly $\pi^0$.

In the PHENIX experiment, two different analysis methods, namely, a 'real' photon method and a 'virtual' photon method, have been developed. The 'real' photon method using an electromagnetic calorimeter has been successfully used for $p_T > 4.0$ GeV/$c$ both in p+p and Au+Au collisions [2], and the results are in good agreement with the next-to-leading-order perturbative QCD (NLO pQCD) calculation. The method, however, could not produce positive results for $p_T < 4.0$ GeV/$c$, because of associated large systematic errors primarily from hadron-decay background. On the other hand, the 'virtual' photon method is suitable in $1.0 < p_T < 5.0$ GeV/$c$. The low $p_T$ direct photons in p+p and Au+Au collisions have been successfully measured with the virtual photon method [3]. Figure 1 shows the direct photon spectra in p+p and Au+Au collisions, and a significant excess over the binary-scaled p+p result is clearly seen in Au+Au collisions in $p_T < 3.0$ GeV/$c$. However, the observed excess can not be concluded as thermal origin at this moment. The d+Au data is needed to evaluate nuclear effects such as Cronin effect and nuclear shadowing since they may increase or decrease the photon yield in low $p_T$ region. The efforts for measuring the low $p_T$ direct photons in p+p and d+Au collisions with high quality are being made. The current status of the analysis in 200 GeV p+p and d+Au collisions are presented in this report.

2. Virtual Photon Method

In general, any source of real photons can emit virtual photon which convert to low mass $e^+e^-$ pair. A direct photon production process has an associated process in which $\gamma^*$ instead of $\gamma$ is emitted, i.e. $q + g \rightarrow q + \gamma^* \rightarrow q + e^+e^-$. The relation between the photon production and the associated $e^+e^-$ production process is expressed by the Kroll-Wada formula [3],

$$\frac{d^2n_{ee}}{dme_{ee}} = \frac{2\alpha}{3\pi m_{ee}} \sqrt{1 - \frac{4m_e^2}{m_{ee}^2}} \left( 1 + \frac{2m_e^2}{m_{ee}^2} \right) S d\gamma, \quad (1)$$

where $\alpha$ is the fine structure constant, $m_e$ and $m_{ee}$ are the masses of the electron and the $e^+e^-$ pair, respectively, $S$ is a process-dependent factor and $dn_{\gamma}$ is an emission rate of the photons. In the case of $\pi^0$ and $\eta$ Dalitz decays, $S$ is given as $S = |F(m_{ee})|^2 \left( 1 - \frac{m_{ee}^2}{m_{hadron}^2} \right)^3$, where $F$ denotes the form factor and $m_{hadron}$ is the mass of the parent hadron. The $S$ factor is obviously zero for $m_{ee} > m_{hadron}$. On the other hand, the $S$ factor becomes unity for $m_{ee}^2 \ll p_T^2$ in the case of virtual direct photon decays. Therefore, it is possible to extract the virtual direct photon component from the $e^+e^-$ mass spectrum by utilizing the difference in $e^+e^-$ pair mass dependence of the $S$ factor.

3. Analysis

All combinations between electrons and positrons in the same event are taken. The obtained $e^+e^-$ mass distribution contains several components from different sources, which are listed below.

- Virtual direct photon decays
- Dalitz decays ($\pi^0, \eta, \omega$)
- Direct $e^+e^-$ decays of vector mesons
- Photon conversions

![Figure 1. The direct photon spectra in p+p and Au+Au collisions.](image)
• Combinatorial background
• Cross pairs from $\pi^0, \eta \rightarrow 2\gamma (or \gamma e^+e^-) \rightarrow e^+e^-e^+e^-$ (Double Dalitz decay)
• Pairs from two independent decays in the same jet or back-to-back jets

The pairs from photon conversions are removed by a cut on the orientation of the pair in the magnetic field, and the combinatorial background is computed with a mixed-event technique. The like-sign pair distributions consist of the combinatorial background pairs, cross pairs and pairs from two independent decays in the same jet or back-to-back jets. Thus, the contributions of these background pairs are evaluated using like-sign pair distributions and a Monte Carlo simulation, and the combinatorial pairs and pairs from jets are subtracted. Finally, the correlated $e^+e^-$ mass distribution, which consists of pairs from known hadron decays and virtual direct photon decay, is obtained.

3.1. p+p Analysis
The data taken in 2006 is used in this analysis and its statistics is about twice as much as the previous p+p data. Figure 2 shows the correlated $e^+e^-$ mass distribution in p+p collisions for $p_T > 1.0$ GeV/c together with a hadronic cocktail calculation. The hadronic cocktail calculation incorporates the individually measured yields of hadrons at the PHENIX experiment, and the corrections such as detector efficiencies, geometrical acceptance and momentum smearing due to a track reconstruction algorithm are incorporated in the cocktail calculation through the GEANT 3 based simulator for the PHENIX detector. The symbol and line show the real data and cocktail calculation, respectively. After correction to obtain the invariant yield of the $e^+e^-$ pairs, the p+p result with higher quality than the existing result will come.

3.2. d+Au Analysis
Figure 3 shows the correlated $e^+e^-$ mass distribution in d+Au collisions for $p_T > 1.0$ GeV/c. The d+Au data has been applied for measuring the low $p_T$ direct photons in a wide-ranging $p_T$ region. The virtual photon method has been applied for measuring the low $p_T$ direct photons in p+p and Au+Au collisions, and a significant excess over the binary-scaled p+p result is seen in Au+Au collisions. The d+Au and p+p analysis with higher counting statistics than the existing data are on going to evaluate the contribution of the nuclear effects, which should provide the baseline for Au+Au result with higher accuracy.

4. Summary and Outlooks
In the PHENIX experiment, the two different methods have been employed to measure the direct photons in a wide-ranging $p_T$ region. The virtual photon method has been applied for measuring the low $p_T$ direct photons in p+p and Au+Au collisions, and a significant excess over the binary-scaled p+p result is seen in Au+Au collisions. The d+Au and p+p analysis with higher counting statistics than the existing data are on going to evaluate the contribution of the nuclear effects, which should provide the baseline for Au+Au result with higher accuracy.
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1. Introduction

It has been observed in central Au+Au collisions at Relativistic Heavy Ion Collider (RHIC) that the yield of neutral pion at high transverse momentum ($p_T > 5\text{ GeV}/c$) is strongly suppressed compared to the expectation from $p+p$ collisions scaled by the number of binary collisions. This suppression is regarded due to the energy loss of hard scattered partons in the hot and dense matter created in heavy ion collisions, and is called as jet quenching.

Dependence of energy loss on path length should provide further insight into the energy loss mechanism. Several theoretical models suggest that LPM effect in QCD plays an important role in radiative energy loss process [11]. These models predict that the magnitude of energy loss is proportional to square of the path length. More precise information on path length can be obtained by measuring the azimuthal angle of emitted particles relative to a reaction plane in non-central collisions. In the case of non-central collision, the matter has a spacial anisotropy, and the reaction plane is defined by the two vectors representing beam direction and impact parameter. The nuclear modification factor ($R_{AA}$) and its azimuthal angle dependence have been studied at RHIC.

The $R_{AA}$ is generally expressed using centrality (cent) which is associated with both of the impact parameter for collisions and the $p_T$.

$$R_{AA}(p_T,\text{cent}) = \frac{\sigma_{pp}^{inel}}{\langle N_{\text{coll}}(\text{cent}) \rangle} \frac{d^2N_{AA}(p_T,\text{cent})/dp_Tdy}{d^2\sigma_{NN}/dp_Tdy},$$

(1)

where $N_{AA}(\text{cent})$ is the number of neutral pions in a given centrality. $\sigma_{pp}^{inel}$ is a cross section for inelastic nucleon-nucleon collisions. $y$ is a rapidity. If $R_{AA}$ is equal to one, the particle production in Au+Au collisions can be considered as a superposition of nucleon-nucleon collisions. Furthermore, the nuclear modification factor as a function of the azimuthal angle of the detected particle with respect to the reaction plane is expressed by the following equation.

$$R_{AA}(p_T,\text{cent},\Delta \phi) = \frac{N_{AA}(p_T,\text{cent},\Delta \phi)}{\int d\phi N_{AA}(p_T,\text{cent},\Delta \phi)} \times R_{AA}(p_T,\text{cent}),$$

(2)

here $N_{AA}(p_T,\text{cent},\Delta \phi)$ can be expressed in terms of a Fourier expansion with $\Delta \phi$.

$$N_{AA}(\Delta \phi) \approx 1 + 2 \sum_{n=1}^{\infty} <v_n^{raw}\cos(n\Delta \phi)>,$$

(3)

where $v_n^{raw}$ is the magnitude of the harmonics of n-th order. The second harmonics ($v_2^{raw}$) represents the strength of elliptic azimuthal anisotropy. The true azimuthal anisotropy $v_2^{corr}$ is obtained after correcting the reaction plane resolution [2].

$$v_2^{corr} = v_2^{corr} \cos(2\Delta \Psi),$$

(4)

where $\Delta \Psi$ shows the angular difference between the observed reaction plane and the true one, and its average provides its resolution.

1.1. Azimuthal anisotropy of neutral pion production

The second harmonic term ($v_2$) shows the magnitude of elliptic anisotropy.

The anisotropy $v_2$ at low $p_T$ is created by the collective flow, which is an origin of the background in measuring the $R_{AA}(p_T,\Delta \phi)$ for investigating the energy loss. In order to reduce the effect of the collective flow, we measured the yields at higher $p_T$. Figure 1 shows the anisotropy $v_2$ of neutral pion as a function of $p_T$ for several centrality classes. These values are non-zero for all centrality classes.

The data are fitted with a constant value or a linear line (a first order polynomial). The fitted results are listed in Table I and also shown in Fig. I.

Table I indicate that the anisotropy $v_2$ of neutral pion in most central and peripheral collisions tends to be constant, while in mid-central collisions it tends to decrease.

![Figure 1](image-url)
1.2. Comparison of the measured \( R_{AA}(p_T, \Delta \phi) \) with models

Recently theoretical models (ASW [3], HT [4] and AMY [5]) which involve the space-time evolution of the matter have been proposed to investigate parton energy loss mechanism [6]. Figure 2 shows the calculated \( R_{AA} \) results with these models together with the experimental data for two centrality classes. The upper and lower panel show the \( R_{AA}(p_T) \) as a function of \( p_T \) for centrality 0–5 % and 20–30 %, respectively.

Solid, dashed and long dot dashed lines in the both panels show the results by AMY, HT and ASW, respectively.

These models reproduce the centrality and \( p_T \) dependences of \( R_{AA} \) well.

![Figure 2](image)

Table 1. Fit results with the two functions for three centrality classes.

<table>
<thead>
<tr>
<th>Centrality [%]</th>
<th>Constant (( \chi^2/NDF ))</th>
<th>Linear (( \chi^2/NDF ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>00–20</td>
<td>4.45/5</td>
<td>4.34/4</td>
</tr>
<tr>
<td>20–40</td>
<td>4.39/5</td>
<td>1.49/4</td>
</tr>
<tr>
<td>40–60</td>
<td>2.23/5</td>
<td>2.21/4</td>
</tr>
</tbody>
</table>

The measured \( R_{AA}(p_T, \Delta \phi) \) as a function of \( p_T \) and azimuthal angle from the reaction plane is compared to these models. Figure 3 shows the expected \( R_{AA}(p_T, \Delta \phi) \) as a function of the azimuthal angle for these models at centrality 20–30 % and the measured data at PHENIX. Solid circles, triangles and stars represent AMY, HT and ASW at \( p_T = 10 \text{ GeV/c} \). Open circles represent the measured data. The statistical uncertainties are shown as the small bars and the systematic uncertainties are not still taken into account in this figure.

As shown in Fig. 3, the measured data has strongly dependence on the azimuthal angle and these models are still unable to reproduce its dependence of \( R_{AA} \).

![Figure 3](image)

2. Summary

Study of dependences of \( R_{AA} \) on path length and azimuthal angle has been started with the new reaction plane detector. The theretical models are in good agreement with the (azimuthally integrated) measured \( R_{AA}(p_T) \). The \( R_{AA}(9 < p_T < 10 \text{ GeV/c}) \) as a function of azimuthal angle are compared with these theoretical models. These models could not reproduce the measured azimuthal angle dependence.

The measurement of azimuthal anisotropy \( v_2 \) of neutral pion has now been extended to 14 GeV/c. For the most central (0-20%) and peripheral (40-60%) collisions, the elliptic flow tends to be independent from transverse momentum (instead of decreasing monotonically with \( p_T \)), while for mid-central collisions (20-40%) we observe a decrease of \( v_2 \) with \( p_T \). With the new data we will be able to deduce the dependence of \( R_{AA} \) on azimuthal angle up to higher transverse momenta than ever before.
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The PHENIX experiment at RHIC has measured single electrons from the semi-leptonic decay of heavy flavor at mid-rapidity in $p+p$ and Au+Au collisions at $\sqrt{s_{NN}}=200$ GeV [1, 2]. Strong suppression of the single electron yield at high $p_T$, which include contributions from both charm and bottom decays, was observed in central Au+Au collisions [2]. This effect is conventionally attributed to energy loss by the parent parton in the medium [3]; one also expects the energy loss suffered by bottom quarks to be significantly less than that suffered by charm quarks due to the difference in their masses [3]. Clearly, for both pQCD comparisons and the heavy-ion reference, one wants to disentangle at RHIC energies the separate yields of charm and bottom.

The ratio of the number of electron from bottom ($(b \to e)$) to one from charm and bottom, ($(c \to e) + (b \to e)$) is extracted from the correlation between the heavy flavor electrons and associated hadrons. The extraction is based on partial reconstruction of the $D/D^* \to e^+K^\mp X$ decay. The invariant mass of unlike charge-sign electron-hadron pairs reveals a correlated signal below the $D$ meson mass of $\sim1.9$ GeV/$c^2$, because of the charge correlation in the $D$ decays. Pairs are formed between a trigger electron ($2.0 < p_T < 7.0$ GeV/$c$) and an oppositely charged hadron ($0.4 < p_T < 5.0$ GeV/$c$). $K^\mp$ identification is not performed but the mass of all reconstructed hadrons is set to be that of the $K^\pm$.

The inclusive reconstructed electron-hadron pairs consist of the following components, according to origin of the trigger electrons: (1) unlike-sign pairs from charm, (2) unlike-sign pairs from bottom and (3) combinatorial background where the electron is a background electron. The main background source is the combinatorial background (3) and almost all background electrons are from $e^+e^-$ pair creation. Like-sign electron-hadron pairs are used to subtract this background. Subtraction using like-sign pairs cancels out completely the combinatorial background where the trigger electron is from $e^+e^-$ pair creation (3). Only the negligibly small ($\sim1\%$) contribution from $K_{S0}^0$ decay is not canceled out by the subtraction in the background (3). After the subtraction, the reconstructed pairs include a contribution from bottom (2). The reconstructed pairs also contain a signal from partial reconstruction of heavy flavor hadrons and a contribution from a combination of heavy flavor electrons and hadrons from jet fragmentation.

The fraction of bottom contribution to the electrons from heavy flavor is obtained as follows:

$$\frac{(b \to e)}{((c \to e) + (b \to e))} = \frac{\varepsilon_c - \varepsilon_{\text{data}}}{\varepsilon_c - \varepsilon_b},$$

where $\varepsilon_{\text{data}}$ is the tagging efficiency in real data and $\varepsilon_{c(b)}$ is the tagging efficiency for charm (bottom) production. These are defined as

$$\varepsilon_{\text{data}} = \frac{N_{\text{pair}}}{N_{\text{HF}}(c(b))} = \frac{N_{c(b)\text{-tag}}}{((c \to e) + (b \to e))},$$

$$\varepsilon_c = \frac{N_{c\text{-tag}}}{(c \to e)}, \quad \varepsilon_b = \frac{N_{b\text{-tag}}}{(b \to e)},$$

where $N_{\text{HF}}(c(b))$ is the number of measured heavy flavor electrons, $N_{\text{pair}}$ is the number of background subtracted unlike-sign electron-hadron pairs for invariant mass within $0.4 < M_{D_K} < 1.9$ GeV/$c^2$, which corresponds to the mass range of charmed hadrons. Here, $N_{c(b)\text{-tag}}$ is the number of reconstructed signals within $0.4 < M_{D_K} < 1.9$ GeV/$c^2$ for charm (bottom) production. Figure [4] shows the $M_{D_K}$ distribution of the reconstructed signals, which is normalized by the yield of heavy flavor electrons ($N_{\text{HF}}(c(b))$) in the range $3 < p_T < 4$ GeV/$c$ (panel a) and $4 < p_T < 5$ GeV/$c$ (panel b). The tagging efficiency in real data, $\varepsilon_{\text{data}}$, is determined by the integration of the $M_{D_K}$ distribution in Fig. [4] from $M_{D_K} = 0.4$ to $1.9$ GeV/$c^2$ as a function of electron $p_T$.
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Figure 1. (color online) Comparison of data to a PYTHIA and EvtGen simulation of the invariant mass distributions in PHENIX acceptance for the reconstructed signal. The electron $p_T$ range is $3.0 - 4.0$ GeV/$c$ (a) and $4.0 - 5.0$ GeV/$c$ (b). The ratios, $(b \to e)/(c \to e + (b \to e))$, in solid lines are 0.26 (a) and 0.63 (b).

The tagging efficiencies for charm and bottom production, $\varepsilon_c$ and $\varepsilon_b$, are calculated with the combination of PYTHIA and EvtGen [4, 7]. PYTHIA is used to simulate charm and bottom production in $p+p$ collisions at $\sqrt{s}=200$ GeV and is tuned to reproduce heavy flavor hadron ratios. EvtGen, which is a Monte-Carlo simulation suited for decays of $D$ and $B$ hadrons, is used to simulate the semi-leptonic decays. The dashed (dotted) lines in Fig. [4]
Figure 2. \((b \to e)/((c \to e) + (b \to e))\) as a function of electron \(p_T\) compared to a FONLL calculation \([8]\). The points show the experimental result. The solid line is a FONLL prediction and the dotted lines represent the uncertainty of this FONLL prediction.

Figure 3. (a): Invariant cross sections of electrons from charm and bottom with the FONLL calculation \([8]\). (b) and (c): The ratios of data points over the FONLL prediction as a function of electron \(p_T\) for charm and bottom. The shaded area shows the uncertainty in the FONLL prediction.

The electron spectrum from bottom shown in Fig. 2 is integrated from \(p_T = 3\) to 5 GeV/c. This spectrum is then extrapolated to \(p_T = 0\) using the shape predicted by pQCD. The extrapolation results in a bottom cross section at mid-rapidity \(d\sigma_{bb}/dy\mid_{y=0} = 0.92^{+0.34}_{-0.31}\)(stat)\(^{+0.39}_{-0.36}\)(sys)\(\mu\)b, using a \(b \to e\) total branching ratio of 10\(\pm 1\)%. Using pQCD to integrate over rapidity, the total bottom cross section is determined to be \(\sigma_{bb} = 3.2^{+1.2}_{-1.1}\)(stat)\(^{+1.4}_{-1.3}\)(sys)\(\mu\)b. FONLL predicts \(\sigma_{bb} = 1.87^{+0.99}_{-0.67}\)\(\mu\)b, in agreement with this result.

In conclusion, the ratio of the yield of electrons from bottom to that from charm has been measured in \(p + p\) collisions at \(\sqrt{s} = 200\) GeV. The ratio provides the first measurement of the spectrum of electrons from bottom at RHIC. FONLL calculations agree with this result. This result provides an important baseline for the study of heavy quark production in the hot and dense matter created in Au+Au collisions.
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1. Introduction

Ultra-relativistic heavy ion collisions are powerful method to realize the hot and dense QCD medium, composed of de-confined quarks and gluons, called Quark-Gluon-Plasma. A Large Hadron Collider (LHC) at CERN will start its operation in 2009 and first Pb+Pb collisions at the center of mass energy per nucleon (\(\sqrt{s_{\text{NN}}}\)) of 5.5 TeV will be held in 2010 to study the properties of hot and dense QCD matter at extreme high temperature regime.

A Large Ion Collision Experiment (ALICE) is one of the experiments at the LHC and dedicated for the relativistic heavy ion collisions \cite{2}. ALICE detectors are designed to have wide capabilities to measure hadrons, leptons, photons and muons in wide kinematic ranges. ALICE is mainly composed of central barrel detectors and forward muon detectors. In the central barrel, the ALICE is mainly composed of inner tracking system (ITS) with two layers of silicon pixel, two silicon drift and silicon strip detectors, time projection chamber (TPC), transition radiation detectors (TRD), and time of flight detectors (TOF). The primary role of the ALICE-TRD is to provide the identification of the electron with \(p_T\) larger than 1 GeV and to enable charged particle tracking for the ALICE \cite{2}. The ALICE-TRD is required to have the pion rejection factor of 100 at the electron identification efficiency of 90\% to achieve the feasible measurement of \(J/\psi\) and \(\Upsilon\) in heavy ion collisions. The ALICE-TRD will cover the wide kinematic region of \(|\eta| < 0.9\) in pseudo rapidity and 2\(\pi\) in azimuthal angle. The ALICE TRD is divided into 18 azimuthal sectors, where one sector has 5 longitudinal sections and 6 TRD layers in radial direction \cite{2}.

2. ALICE-TRD

The electron identification by the TRD is performed by the measurement of the transition radiation photon in TRD. The ALICE-TRD is composed of the 4 cm thickness radiator (polypropylene’s fiber) and the 3 cm thickness MWPC type drift chamber behind the radiator with cathode pad readout. Xe(85\%)/CO\textsubscript{2}(15\%) gas mixture is utilized for the detection of transition radiation photons. Front End Electronics (FEE) is mounted behind the ALICE-TRD. The ALICE-TRD FEE is composed of preamplifier and shaper (PASA), 10MHz sampling FADC, and digital circuitry called TRAP, where all of them are assembled in Multi-Chip-Module (MCM) chips. Each MCM processes 18-21 channels and about 120 MCM chips are mounted on one chamber. Digital filters are designed to perform the nonlinearity, baseline and gain corrections, tail cancellation, and crosstalk suppression. The Tracklet Preprocessor in TRAP is used to perform the online tracking for triggering high-\(p_T\) tracks \cite{2, 3}. The readout electronics on one TRD chamber is controlled by Detector Control System Board (DCSB), which contains an FPGA and an ARM core running the Linux operating system. It serves as the master controller of the slow control serial network (SCSN) and configures all of the MCM chips including TRAP chips via redundant daisy chained network. It also controls the voltage regulator shutdown on the Readout Boards (ROB), and distribute clock and trigger signals \cite{2}.

3. Commissioning at CERN

The ALICE supper module is composed of 6 layers in radial direction, 5 stacks in beam direction, and 30 TRD chambers in total. The assembly of supper module, check of the gas and cooling tightness, and check the electronics are completed at Muenster University. After the transportation to CERN, supper module is put into the rotator frame and orientated according to the position, where the super module is pulled into in the experiment, as shown in Fig. 1. Similar tests are conducted at the surface before it goes down to the ALICE detector hall. As the TRD uses expensive Xe for the transition radiation detection, the leak tightness is very important to ensure the stable operation. There are two ways to estimate the leak rate of the chamber. One is to flush the super-module with gas (Ar/CO\textsubscript{2}) at over-pressure of 0.5 mbar, then to close the connection and to see the decrease of the pressure. The other is to flush the super module with gas at underpressure, generated by fans at the downstream of the gas system, and to see the increase of the oxygen contamination in the chamber gas, which results in a few mL/h of gas leak at 0.1 mbar. There are several test.

Figure 1. TRD supper module in rotator frame at CERN
items for the front-end electronics to verify the functionality of the readout electronics and the access of the configuration bus. A shutdown test is performed to check the voltage regulation. Network interface test is checked to ensure the data line is not defected. Connection test of the configuration bus is done for the slow control, and the power of the optical fiber for data readout. Long term stress test by sending the trigger with 1 kHz to the electronics and reading out the number of trigger counters in MCMs is done to check the stable operation. Figure 2 shows the RMS of the noise for each channel in one layer of one super module, where 120 MCMs are mounted in total per layer and there are approximately 2000 channels. RMS of 1 corresponds to 1000 electrons and the results are in good fulfillment.

Figure 2. Noise from TRD super module

4. Development of Detector Control System in CNS

All the MCMs are configured through the slow control serial network (SCSN). A requirement of SCSN is to have a redundant architecture with few lines only while it is able to connect all the 65000 MCMs. Therefore, daisy chained network is chosen for this purpose. The network architecture is shown in Fig. 3. There are two rings in the network architecture and two links between slaves (MCMs) and to gain the redundancy, each of the slaves supports bridging as shown in the middle of Fig. 3. In normal operation mode without any defects in slaves, a slave forwards the data to the next slave until it arrives at the master in the same ring. In the bridge mode, the data is sent back on the other ring, breaking up the full duplex ring into two half-duplex rings. The bridge mode allows the network to operate with broken slaves. Figure 4 shows the test setup with two ROBs and one DCS master board to develop the slow control system in CNS [4]. The slow control system is developed for the case that there are some broken MCMs or the broken lines (network interface) for the data transmission between MCMs. In former case, the network architecture is changed from normal mode to bridge mode and the logic has been implemented in the slow control. It has been tested at both CNS and CERN. For the network interface, there are 12 line as the data transmission between MCMs. Ten bits of them are data, one is for parity and the other is spare bit. If some of the lines for 10 bits data are broken, spare line and parity line are set to be used and the corresponding commands are send to MCMs though the slow control. Graphical front end to check which MCMs have problem on slow control and network interface has been prepared via PVSS software and installed in CERN [4, 5].

5. Summary and Outlook

The ALICE-TRD is one of the main detectors in the central barrel of ALICE. The commissioning of the ALICE-TRD super module is done at the CERN and detail check of the gas leak tightness and front end electronics are performed. Development of the slow control system has been done in CNS to be able to operate the detector even with the defects on MCMs and data lines. It is installed in the CERN and currently it is working without any problems.
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Production of Photons and Jets in Forward Rapidity at LHC energy and Proposal of Forward Calorimeter in ALICE
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1. Introduction

A Larger Hadron Collider (LHC) at CERN is the largest accelerator in the world and will start operation in 2009. The LHC accelerates proton and heavy ions up to 7 TeV and 2.75 TeV per nucleon, respectively. One of the great interests in heavy ion collisions at the LHC energy is to study the properties of hot and dense QCD matter at extremely high density and temperature.

High energy heavy ion collisions at RHIC give the fruitful results, which suggest the formation of hot and dense QCD medium. One of the interesting experimental results reveals that the medium is quickly thermalized and behaves like perfect liquid not like an ideal gas [1].

To understand the occurrence of the early thermalized system, it is necessary to understand the initial condition of nuclear collisions and the consequences for the thermalization of the system, which is still unclear at RHIC energies and draws great interests at LHC energies.

2. Gluon PDF and Saturation

At the LHC energy, studying the parton distribution functions in proton and its modification in heavy nuclei are interesting subjects. High energy colliding beams can probe small x partons, since the resolving power depends on $\sim 1/\sqrt{s}$, where $\sqrt{s}$ corresponds to the collision energy in center of mass frame. It is well-known from the deep inelastic collisions at HERA that the gluon distribution in proton grows faster at small x than that of valence and sea quarks [3]. Due to the self interactions of gluons, two competing processes between gluon splitting and gluon fusion will be balanced at smaller x. Therefore it is expected that the gluon yield could be saturated at small x. The state of the gluon saturation realized at small x is called as “Color Glass Condensate” [5]. The saturation scale, $Q_s$, which corresponds to the typical momentum of gluons, is proportional to $A^{1/3}$, $Q_s^2 \propto A^{1/3}$. Due to its “A” dependence, CGC is easily realized in heavy nuclei compared to proton. At the LHC, where x coverage is $x \sim 10^{-4}$, modification of gluon PDF might be important to understand the initial state of nuclei and consequence of the formation of thermalized QCD medium. The physics at forward rapidity is carefully examined to address gluon PDF at small x, some measurement items are discussed, and forward calorimeter is proposed for the LHC-ALICE upgrade [2].

3. Production of photons and jets in forward rapidity

Given that a simple binary collision between two particles (1 and 2) happens and two particles (3 and 4) are emitted after the collisions, the momentum fraction of particle 1 and 2 can be expressed in terms of the rapidity of particle 3 and 4 and its transverse momentum $p_T$ as follows:

$$x_1 = \frac{p_T}{\sqrt{s}} (e^{\nu_3} + e^{\nu_4}),$$

$$x_2 = \frac{p_T}{\sqrt{s}} (e^{-\nu_3} + e^{-\nu_4}).$$

Therefore taking the particle correlation in rapidity is crucial to determine $x$ of colliding partons. The possible measurement items are $\pi^0$-jets, di-jet correlation, $\gamma$-jet correlation, and heavy quark production. The coverage of $x$ achieved by the correlation measurements was studied using PYTHIA, which is a standard tool for the generation of high energy collisions [6]. The parameters for the generation of physics events are summarized as follows: $p + p$ collisions at $\sqrt{s} = 5.5$ TeV, QCD:Hard Process only, Minimum $Q^2 = 20$ GeV$^2$, and cone jet algorithm utilized with $E_T \leq 20$ GeV and jet cone radius $\leq 0.7$. Figure 1 shows the coverage of $x_1$ (dotted) and $x_3$ (solid) from the inclusive $\pi^0$ measurement (upper left) at forward rapidity ($2 \leq y \leq 4$), where $x_2$ distribution is broad from $10^{-5}$ to $10^{-1}$. Upper right and bottom left of Fig. 1 show those from $\pi^0$-jet measurement, where $\pi^0$ is measured at $2 \leq y \leq 4$ and jets are measured at $2 \leq y \leq 4$ and at $-1 \leq y \leq 1$, respectively. By measuring the $\pi^0$ at forward rapidity and taking the correlation between $\pi^0$ and jets at $2 \leq y \leq 4$ and $-1 \leq y \leq 1$, $x_2$ can be determined in a narrow region such as $10^{-4} \leq x_2 \leq 10^{-3}$ and $10^{-3} \leq x_2 \leq 10^{-2}$, respectively.

Figure 1. Coverage of $x$ in single $\pi^0$ measurement at forward rapidity (upper left), in $\pi^0$ measurement tagged by jets at forward rapidity (upper right), and at midrapidity (bottom left).

Another important measurement to reach small $x$ region is the prompt photon production, where the production is
mainly due to $g + q \rightarrow g\gamma$ process. Left and right of Fig. 4 shows the coverage of gluon $x$ achieved by the photon measurement at various rapidity range of photon, where photon $p_T$ is larger than 1 GeV/c and 5 GeV/c, respectively. When the photon is measured at $2 \leq y \leq 4$, $x$ of gluons is achieved to be $10^{-3} \sim 10^{-5}$

![Image](image_url)

Figure 2. Solid, dashed, and dotted lines correspond to the coverage of $x$ from the photon measurement over the whole rapidity range, at $2 \leq y \leq 4$, and at $4 \leq y \leq 6$, respectively, with the photon $p_T \geq 1$ GeV/c (left) and $p_T \geq 5$ GeV/c (right).

4. Proposal of Forward Calorimeter for the ALICE

Electromagnetic (and hadron) calorimeter is one of the suitable detectors to measure $\pi^0$, direct photon, and jets at forward rapidity. One of the key parameters for the calorimeter is the $\pi^0/\gamma$ separation power since two $\gamma$ from high $p_T$ $\pi^0$ can merge into a single cluster. Table I and Table II are the summary of two $\gamma$ separation at the rapidity of 2 and 3, respectively, for $\pi^0$ with $p_T$ of 1, 5 and 10 GeV and longitudinal distance from interaction point of 4 m and 7.5 m.

<table>
<thead>
<tr>
<th>$p_T$ (GeV/c)</th>
<th>1</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{tot}$ (GeV/c)</td>
<td>10.07</td>
<td>50.33</td>
<td>100.7</td>
</tr>
<tr>
<td>$\theta_{min}$</td>
<td>0.028</td>
<td>0.0056</td>
<td>0.0028</td>
</tr>
<tr>
<td>$\Delta l$ (at z=4 m)</td>
<td>11 cm</td>
<td>2.2 cm</td>
<td>1.1 cm</td>
</tr>
<tr>
<td>$\Delta l$ (at z=7.5 m)</td>
<td>21 cm</td>
<td>4.2 cm</td>
<td>2.1 cm</td>
</tr>
</tbody>
</table>

Table 1. Kinematics of $2\gamma$ from $\pi^0$ at $y=3$.

<table>
<thead>
<tr>
<th>$p_T$ (GeV/c)</th>
<th>1</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{tot}$ (GeV/c)</td>
<td>3.76</td>
<td>18.81</td>
<td>37.6</td>
</tr>
<tr>
<td>$\theta_{min}$</td>
<td>0.074</td>
<td>0.0015</td>
<td>0.0074</td>
</tr>
<tr>
<td>$\Delta l$ (at z=4 m)</td>
<td>30 cm</td>
<td>6.0 cm</td>
<td>3.0 cm</td>
</tr>
<tr>
<td>$\Delta l$ (at z=7.5 m)</td>
<td>56 cm</td>
<td>11.2 cm</td>
<td>5.6 cm</td>
</tr>
</tbody>
</table>

Table 2. Kinematics of $2\gamma$ from $\pi^0$ at $y=2$.

If we aim to measure up to 10 GeV/c $\pi^0$, fine granularity with a small Moliere radius ($r \leq 3.0$ cm) is necessary as the calorimeter material. PbWO$_4$ crystal calorimeter with 2.2 cm Moliere radius and Tungsten(W)+Si tracking calorimeter with spatial resolution of 2 mm could be the good candidates as the forward calorimeter. Especially, a W+Si tracking calorimeter has been proposed in the detector upgrade for the PHENIX experiment at RHIC \cite{12}. The detector is composed of 21 W layers with 4 mm thickness (1.1 $X_0$), where first 4-5 layers are attached with the Si strip readout and the others are attached to the Si pad sensor. Si strip layer with 500$\mu$m strip pitch serves as the position determination of the tracks. The size of Si pad sensor is 1.5 cm $\times$ 1.5 cm and these pads play a role of the energy measurement. We started to participate in this R&D efforts of W+Si calorimeter project for PHENIX. Beamtest experiment has been conducted at CERN-PS and CERN-SPS in June 2009. The performance evaluation is on going and will be reported in near future.

5. Summary and Outlook

Gluon distribution in small $x$ region and the occurrence of color glass condensate are quite attracting subjects in nuclear physics. It plays an important role in understanding the early thermalization of the hot and dense QCD medium. LHC energy is suitable to study small $x$ gluon distribution in proton and its modification in nuclei. $\pi^0$-jets correlation and direct photon measurement at forward rapidity are useful and powerful items to address this subject at LHC energy. To achieve $\pi^0$ and photon measurement at forward rapidity at ALICE, the W+Si calorimeter is one of the strong candidates, which expects to meet the requirement for two $\gamma$ separation to be less than 1 cm so as to achieve $\gamma/\pi^0$ separation up to 10 GeV/c in $p_T$ at $y$=3. We started to participate in the R&D effort of W+Si calorimeter for PHENIX, and the experience and technology will be utilized in the ALICE forward calorimeter.
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1. Introduction
ALICE (A Large Ion Collider Experiment) is an experiment at the Large Hadron Collider (LHC) optimized for the study of heavy-ion collisions, at a centre-of-mass energy of 5.5 TeV. The prime aim of the experiment is to probe nonperturbative aspects of QCD such as deconfinement and chiral symmetry restoration. As a main tracking detector in the central barrel of ALICE, Time Projection Chamber (TPC) was organized. TPC has an excellent capability for track finding of high-momentum particles and energy loss with the enormous volume. Commissioning in underground and calibration of the TPC using laser calibration system, cosmic rays and Kr gas system are on going. In this report, the status of the calibration related to field distortions using laser system and the data of cosmic run are described.

2. ALICE-TPC

The maximal expected multiplicity ($dN_{ch}/dy \sim 8,000$ at mid-rapidity) was assumed for the design of the TPC, which results in 20,000 charged primary and secondary tracks in the TPC. In order to accept the high multiplicity, the TPC has a enormous volume as shown in Fig. 1. The TPC is separated into two volumes with the Central Electrode (CE), and electrons generated by projected particles are read by pad-readout chambers located at both sides (A-side for positive-z side and C-side for negative-z side). Each side has 18 Inner Readout Chambers (IROCs) and 18 Outer Readout Chambers (OROCs) as shown in the lower panel of Fig. 1. Some properties of the ALICE-TPC are summarized as follows.

- geometrical acceptance $|\eta| < 0.9$ in pseudorapidity, $2\pi$ in azimuthal angle
- pad size
  - $4 \times 7.5$ mm$^2$ for IROC
  - $6 \times 10$ mm$^2$, $6 \times 15$ mm$^2$ for OROC
- total number of channel: 557,568
- Gas: Ne-CO$_2$-N$_2$ [90:10:5] (atmospheric pressure)
- 400 V/cm of electric field of the drift
- 92 $\mu$s of total drift time
- Ne was selected because the mobility of Ne$^+$ is a factor 2.5 higher than that of Ar$^+$. CO$_2$ is main quencher gas and N$_2$ improves the gain stability because N$_2$ has a larger photon absorption cross section than CO$_2$ at the main excitation state of Ne (16.8 eV).

3. Calibration with laser calibration system

Calibration program for the ALICE-TPC is as follows.

- Noise, gain, and time equilibration of the readout electronics are checked using pulser system which induces charge on pads by injecting a signal pulse on the cathode wires.
- Drift velocity, drift-field distortions and distortions related to $E \times B$ effect are calibrated using laser calibration system or or cosmic rays.
- Gain of the gas amplification is calibrated using electrons emitted from the stable isotope $^{83}$Kr filling the TPC.

The calibration and alignment data is stored in the Offline Conditions Database (OCDB), which is handled by the CDB access framework, an AliRoot-based package.
The upper panel of Fig. shows the overall layout of the laser system. The main laser beam injected by the laser controller is separated and injected into 6 out of 18 rods supporting Mylar strips in which high voltages are applied to make the electric field. Part of laser beam in each rod is separated into 7 beams at mirror bundles and injected into the chamber in the direction perpendicular to the beam axis as shown in the upper panel of Fig. The lower panel of Fig. shows the position relation of chambers and laser tracks in xy direction. Each laser is pointing corners of chambers.

Figure 3. Modification factor of collected charge as a function of the distance from the edge of chambers. The value of y-axis is normalized with parabolic functions fitted in the charge distribution for each chamber.

Inefficiency of charge collection due to the distortion of the electric field near the edge of the chamber was checked using the photo electrons emitted from CE in laser run. Figure shows the modification factor of collected charge as a function of the distance from the edge of chambers, which is integrated for all chambers of A-side. It can be seen that the gain collection is inefficient near the edge. The inverse of values on the fitting function shown in Fig. were stored in OCDB as a correction factor.

Feasibility of calibration was checked with tracking of cosmic rays under the no-magnetic field. A new attempt for evaluation of the position transformation by calibration and alignment is under development using Kalman filter. Kalman filter is a recursive estimator where the state vector \( \mathbf{x} \) is estimated by only the previous step \([3]\) as shown in the following equation.

\[
x_k = x_{k-1} + K_k y_k
\]

In this investigation of the transformation, the state vector consists of two components, one is a vector of calibration parameters for rotation, translation, scaling, and tilting for each chamber, and another is that of linear-function parameters for tracks. \( y_k \) is the residual between the state estimated with the observation model and the observation, and \( K_k \) is the Kalman gain matrix optimizing the next estimation using \( y_k \), which is calculated with the transformation of the previous step. The step of the estimation is propagated along clusters belonging to the reconstructed track of the cosmic ray. Then the position of each cluster is corrected among the propagation of the estimation. Circles and triangles on the upper panel of Fig. show the dispersion of the cluster positions from tracks reconstructed with linear fit and Kalman filter, respectively.

Visualization of the transformation was established such that the combination of calibration components were optimized to be able to visualize the state of calibration easily. The lower panel of Fig. shows the transformation which is a result of propagating of estimation with Kalman filter before and after applying (partial) calibration.

4. summary and outlook
Calibration of ALICE-TPC is on going. Charge distortion near the edge of chambers was investigated. Transformation for calibration and alignment was calculated by using Kalman filter. The method for visualization of transformation was established.
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1. Introduction

Parton density grows rapidly with decrease of fractional momentum $x$, but eventually tends to saturate, as a consequence of self-interaction of gluons, which is an intrinsic property of non-Abelian gauge theory. Such saturated state may be described with a classical field theory such as Color Glass Condensate (CGC) \cite{2, 3}.

The CGC hypothesis can describe the gluon distribution function obtained by HERA \cite{5}, and the BRAHMS data \cite{5}. An investigation of gluon saturation is important to decide the initial condition for high-energy heavy-ion collisions.

At higher beam energies, gluons with smaller $x$ can be probed and saturation scale $Q_s$ is increased, where $1/Q_s$ corresponds to transverse size of gluons when the transverse plane of a hadron is filled with gluons. For the same $p_t$, $Q_s$ at $\sqrt{s_{NN}} = 5.5$ TeV Pb+Pb collisions is three times larger than that at $\sqrt{s_{NN}} = 200$ GeV Au+Au collisions. At the LHC energy, CGC effects may be seen even at mid-rapidity \cite{5}. Parton saturation will be investigated through the measurement of pseudo-rapidity distribution of charged particles $dN/d\eta$ in $\sqrt{s_{NN}} = 10$ TeV $p + p$ collisions and $\sqrt{s_{NN}} = 5.5$ TeV Pb+Pb collisions at LHC. This report describes the status of a preparation for the measurement of $dN/d\eta$.

2. Simulation and calculation

$dN/d\eta$ can be measured using the ALICE Time Projection Chamber (TPC), which is the main detector for tracking in the central barrel \cite{6}. As the first step in the measurement of $dN/d\eta$, the detection efficiency of TPC for charged particles was evaluated using the simulation with AliRoot \cite{8}, the ALICE software package, which can provide event generation, simulation of the detector response, and reconstruction. The reconstructed tracks are recorded as ESD (Event Summary Data) tracks which have labels corresponding to the ID number of generated particles. Therefore, the reconstruction efficiency can be evaluated from the comparison between generated particles (MC particles) and ESD tracks using labels. PYTHIA 6 event generator \cite{8} was adopted, and 277,500 events of minimum-bias $p + p$ collisions at $\sqrt{s} = 10$ TeV were used for this analysis. The detection efficiency depends on pseudo-rapidity, $z$, position, and transverse momentum. Therefore, $dN/d\eta$ is calculated as

$$
\frac{dN}{d\eta} = \int_{z_1}^{z_2} \int_{p_T}^{p_{T_{\text{cut}}}} C(\eta', z, p_T) \times \left( \frac{dN}{d\eta d\eta d\eta} \right)_{\text{ESD}} \frac{d\eta d\eta}{d\eta} \times C'_{\text{pT_{cut}}}(\eta')
$$

where the integration is executed for the available region of the vertex $z$ position and $p_T$. $C(\eta', z, p_T)$ is the correction factor obtained from the simulation as follows.

$$
C(\eta, z, p_T) = \frac{N_{\text{gen}}(\eta, z, p_T)}{N_{\text{acc}}(\eta, z, p_T)}
$$

$N_{\text{acc}}(\eta, z, p_T)$ and $N_{\text{gen}}(\eta, z, p_T)$ are the numbers of charged particles accepted and generated, respectively. $C_{\text{pT_{cut}}}(\eta')$ is the correction factor due to the $p_T$ cut [$p_T 1, p_T 2$].

3. Results on the simulation

Figure 1 shows the projections of $1/C(\eta, z, p_T)$ to $\eta$, $z$, and $p_T$, which corresponds to the reconstruction efficiency of the TPC for charged particles, where any feed-down correction is not applied. The cut parameter for each value was determined as $|\eta| < 0.9$, $|z| < 10$ cm.
The reconstruction efficiencies for $\pi$, K, p were calculated to decide the $p_T$ lower boundary. Figure 2 shows the reconstruction efficiencies as a function of $p_T$ for each particle, where any feed-down correction is not also applied. The pseudo-rapidity and vertex cut determined from Fig. 1 are applied. The difference in the shape of the curve for $\pi$ and K is due to the difference in the life time. Since $\beta$ of protons is smaller and the energy loss in materials is larger than those of $\pi$ and K, it is difficult for protons to reach the outer field cage of the TPC and the efficiency is small at $p_T < 0.3$ GeV. From this plot, $p_T$ cutoff at 0.3 GeV was adopted. $C_{p\text{cut}}$ is evaluated from the ratio of number of particles for $p_T > 0.3$ GeV and $p_T < 0.3$ GeV separately.

Figure 3 shows the opening angle distribution between two tracks. Crossing points show the opening angle of real pairs and the solid line shows that from mixed events. A large number of entries is seen in the region below 0.01 radians for real pairs compared to the mixed pairs. The value of 0.01 radians correspond to the visual angle for phi direction of a cluster, a group of pads having charge, of TPC. Therefore a large portion of the entries below 0.01 radians seem to be fake tracks generated from the hit clusters belonging to one true track. The ratio of subtracted entries of real pairs with that of event mixing in the region below 0.01 rad to all track is about 0.08%.

Figure 4 shows the comparison of $dN/d\eta$ between MC prediction and ESD. Circles show the result of ESD analysis and squares show the plots for only primary particles passed the cut of ESD analysis.

Figure 4 shows the comparison of $dN/d\eta$ between MC prediction (lines) and this analysis with the correction according to Eq. 1. (circles). The result of this analysis (circles) includes both primary particles and secondary particles which passed the cut of this analysis. Squares in Fig. 4 show the plots for only primary particles. The ratio of the true primary particles to ESD plots (circles) of Fig. 4 is about 82±2% at $|\eta| < 0.5$.

4. Summary and outlook

The simulation study was performed for the measurement of $dN/d\eta$ of charged particles for $p + p$ collisions at $\sqrt{s_{NN}} = 10$ TeV with the ALICE TPC tracking system at LHC. Correction factors were evaluated in this study. In the next step, systematic errors will be estimated. The analysis of the first $p + p$ collisions planned in January 2010 will be done.
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1. Introduction

ALICE-TRD (Transition Radiation detector) is one of the detectors for electron identification in ALICE experiment \[1\]. The ALICE’s aim is to study the physics of Quark Gluon Plasma at LHC energies. For example, yield of \(J/\Psi\) and \(\Upsilon\) will be measured for Studying QGP thermodynamics. TRD will play a considerable role in these measurements. For this purpose PRF (pion rejection factor) \(\geq 100\) is required at electron efficiency 90\%. Electron identification capability of TRD super module was tested in CERN PS beam line at Nov 2007. This report will report its result.

2. TRD

Transition Radiation occurs when a charged particle crosses between two materials with different dielectric constants. The probability of emmision of TR has Lorentz factor, \(\gamma\), dependence. In ALICE-TRD case, when an electron with over 1 GeV/c comes into the radiator, almost one transition radiation photon is liberated with 1-20 keV energy. The photon is emitted toward the moving direction of the electron. On the other hands, no TR photon is liberated from a pion less from 100 GeV/c, because of small \(\gamma\) value. Then, ALICE-TRD can can identify electrons. The TRD is wire drift chamber with radiator for transition radiation. In ALICE experiment, 18 TRD super modules are used. Each TRD super Module has 6 layers and 5 stacks. Then TRD super modules is composed of 30 TRDs. A TRD has a radiator, a drift region, an amplification region, and 12 or 14 set of 144 pads for read out. The thickness of the radiator is 4.8 cm, drift region is 3.0 cm and amplification region is 0.7 cm. Typical pad size is 0.725(azimuthal) \times 8.75(longitudinal) cm. The gas in the chamber is 85% Xe and 15% CO\(_2\). The drift velocity is 1.5 cm/\(\mu\)s. Then the drift time is typically 2 \(\mu\)s. Figure 1 shows average pulse shape shows that electron events have second peak.

The absorption length of Xe gas is 1-20 mm for 1-20 keV photons. The TR photons can make second peak.

The spill of the beam is 0.5 s. One spill has 20000 particles. Figure 2 shows the setup.

Two double sided Si strip detectors are used for tracking and Lead-Glass Calorimeter (PbGl) and cherenkov was used to identify electrons and pions.

Table 1 shows count rate per spill. PbGl is added in trigger condition and about 98% (6 GeV) - 40% (1 GeV) events are removed by requiring the coincidence of PbGl.

In this experiment, there is only two pile up rejection systems. One is INHIBIT signal. Another is Si’s cut. In this trigger logic, INHIBIT signal required triggered event. It means INHIBIT signal doesn’t work in the case of pion event with under threshold value. Events which have over 2 tracks in the Si detector weren’t used. However Si’s gate time was set 350 ns. Figure 2 shows average pulse height at 3 and 0 \(\mu\)s isn’t 0. Si can’t rejection second tracks which enter before 0 ns or after 350 ns. It implies there were many double track events.

Figure 2. A schematic view of the beam test set up. S1 is not used. We used S2 and S3 to make trigger.

<table>
<thead>
<tr>
<th></th>
<th>1 GeV/c</th>
<th>2 GeV/c</th>
<th>4 GeV/c</th>
<th>6 GeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2</td>
<td>11000</td>
<td>20000</td>
<td>25000</td>
<td>18500</td>
</tr>
<tr>
<td>S2+S3</td>
<td>5500</td>
<td>10000</td>
<td>10000</td>
<td>9500</td>
</tr>
<tr>
<td>S2+S3+Pbgl</td>
<td>3200</td>
<td>1400</td>
<td>438</td>
<td>193</td>
</tr>
<tr>
<td>accept</td>
<td>150</td>
<td>160</td>
<td>125</td>
<td>95</td>
</tr>
</tbody>
</table>

4. Analyss

Firstly, Pad Response Function (PaRF) was checked. The charge is shared by typical three or more adjacent pads. PaRF was calculated using a formula derived assuming a Gaussian PaRF

\[
x = \frac{\ln(Q_i+1/Q_i-1)}{\ln(Q_i+1/Q_{i+1}+Q_{i-1})}
\]

\[
\frac{Q_i}{Q_{i+1}+Q_i+Q_{i-1}} = A \exp(-x^2/2\sigma^2), \sigma = 0.5 - 0.6
\]

in ALICE-TRD \[2,3\]. Here, \(i\) is the pad number, giving the maximum charge. \(Q_i\) is the induced charge of the pad \(i\). \(x = 0\) is center of \(i\) pad and \(1\) is defined by pad width. Figure 3 shows scatter distribution of \(x\) and \(Q_{i+1}+Q_i+Q_{i-1}\).

Figure 1. The average pulse shape of electron and pion events. Line corresponds to the pulse height of electron, dashed line corresponds to the pulse height of pion.

3. Experiment

The TRD super module was tested at 1, 2, 4, and 6 GeV/c beams. The beam was a mixture of electrons and pions.
The figure shows $\sigma$ is about 0.5. It implies about 96% charge is on center, left, and right pads. Then in this analysis $Q_{i+1} + Q_i + Q_{i-1}$ are used as total charge.

Test beam data was analyzed to evaluate the pion rejection factor with Neural Network (NN), where back propagation method is utilized as the training algorithm [4].

The test beam data was divided into two groups. One is for teaching, the other is for test. The data has the information on pulse height of each time bin where bin size is 0.1 ms and total number of time bins is 30 on the incident particle, where electron and pion are separated by Cherenkov and Pb-glass. Figure 4 shows PRF as function of momentum.

The PRF doesn’t reach requirement. Figure 5 shows PRF as function of number of used layers at 2GeV/c.

Figure 6 shows PRF as a function of number of used layer at 2GeV/c.

Figure 7. distribution of center position of second tracks

5. Summary and Outlook

We got the best PRF 23. The reason of low performance might be double track event. The corrected value is PRF 60.
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The first beam was successfully transported to the final focal plane of SHARAQ on 23 March 2009, the very end of FY2008. In the commissioning run, it was confirmed that the SHARAQ spectrometer and the high-resolution beamline work almost as designed. In this article, major progress in FY2008 and a part of results from the commissioning run are reported.

1. Spectrometer

Figure 1. Photograph of the SHARAQ spectrometer

The magnetic field distributions are key inputs in ion-optical calculations. Reliable determination of the transfer maps, up to higher-order aberrations, requires accurate and precise knowledge of magnetic field distributions. The magnetic field distributions for a large area of 1.3 m$^2$ each at the exit of D1 and the entrance and exit of D2 were measured in summer of 2008. In order to scan this large area within a reasonable time, we used the search coil method. In addition to medium plane measurement, we also collected data for the off-medium plane of $y=0$–85 mm, where $y$ denotes distance from the medium plane. The details of the measurement are described in Ref. [3]. Ion-optical calculation based on the measured field distributions was done to obtain transport maps of the SHARAQ spectrometer.

In the second half of this fiscal year, vacuum chambers and pumping systems were installed. With these equipment, the SHARAQ spectrometer was set ready to accept heavy ion beams from BigRIPS.

2. High-resolution beam line

The specifications of beamline devices have been finalized, based on the ion-optical design in Ref. [2]. In FY2008, two normal conducting dipole magnets with a 30$^\circ$ bending angle, vacuum chambers for beamline detectors, vacuum pumps, and DC power supplies were installed. Four normal conducting quadrupole magnets and one superconducting triplet quadrupole magnets (STQ) were recycled. One of the normal conducting quadrupoles was renovated by enlarging the bore radius from 75 mm to 90 mm to enable acceptance of large-emittance secondary beams. Construction of the beamline started in summer of 2008 and was completed in the end of February 2009 [3].

Ion-optical studies of the beam transport were continued in parallel to the construction, for versatile use of the SHARAQ spectrometer. We have investigated a new large momentum acceptance mode, in addition to dispersion matching and high-resolution achromatic modes for high-resolution missing mass measurements. In the large momentum acceptance mode, the beamline allows beam momentum spread of $\Delta p/p = 2\%$, which is about 6 times larger than that in the dispersion matching mode. Experiments with low-intensity rare isotope beams can be efficiently conducted in the large acceptance mode.

3. Focal plane detectors

Cathode readout drift chambers with an effective area of 550 mm (H) $\times$ 300 mm (V) have been fabricated in collaboration with the GANIL group. They were installed to the SHARAQ final focal plane in the beginning of January 2009 and tested with $\alpha$-rays from an Am source prior to the beam irradiation. Details of CRDCs are described in Ref. [2].

4. Beam-line detectors

Thin tracking detectors working under a beam intensity of higher than 1 MHz are key devices in high-resolution experiments with SHARAQ. They are used for tuning the beamline and tagging beam trajectories during measurements.

In 2008, the detectors were irradiated with an accelerated $\alpha$-beam with an energy of 8.6 A MeV. [8, 9, 10] The energy deposit of the alpha particles is same as that of a 200-MeV/A nitrogen beam which will be used in a future
experiment at SHARAQ. The results clearly demonstrated that LP-MWDC with an isobuthane gas should work under a pressure as low as 10 kPa. It was also found that further improvements in the electronics are required for better determination of the energy loss of particles.

5. Commissioning run

A primary $^{14}$N beam accelerated up to 250A MeV in SRC was transported from F0 of BigRIPS to the SHARAQ focal plane. The first beam fired plastic scintillation counters placed downstream of the focal plane at 22:37 on 23 March 2009. In the subsequent commissioning run, detector responses to the beam and ion-optical properties of the SHARAQ spectrometer and the beam-line were investigated.

First of all, almost all the detectors, except for one placed at F3, and the DAQ system were found to work well. Detection efficiencies of beam-line detectors were almost 100% at an anode high voltage of 1 kV and a gas pressure of 10 kPa. The position resolution was as good as 500 μm in FWHM. Focal plane CRDCs worked stably at an anode voltage of 800 V for an isobuthane gas of 2 kPa.

By using beam-trajectories determined by the tracking detectors, ion-optical properties of the magnetic system were investigated. Momentum dispersions ($\frac{dx}{d\delta}$) at dispersive focal plane F6 and FH7, and the SHARAQ focal plane were measured to be 7.8 m, 7.5 m and 6.8 m, respectively. We tried to achieve a lateral dispersion matching condition by tuning beam-line quadrupoles, STQH15b and STQH19a. Figure 2 shows horizontal beam images at the SHARAQ focal plane. The beam image in achromatic transport (upper panel) is broad due to momentum spread of the beam itself and the beam spot size at the SHARAQ target position. On the other hand, the beam image after dispersion matching (lower panel) is as narrow as 2.6 mm (FWHM), which corresponds to a momentum resolution of $\delta p/p \sim 2500$. Thus, lateral dispersion matching between the beamline and SHARAQ was, at least partially, achieved.

6. Summary

After 4-year construction, the SHARAQ spectrometer and the high-resolution beam-line have been put into operation. Data taken during the commissioning run should be useful for understanding ion-optical properties of the system and detector performances in detail. Future improvements will be embodied based on the results and will open a new opportunity of high-resolution experiments with variety of RI beams produced at RIBF.
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New missing mass spectroscopy with an RI beam is planned to be conducted at RIBF with the SHARAQ spectrometer [1]. The SHARAQ spectrometer is designed to achieve a resolving power of $p/\delta p = 1.5 \times 10^4$ and a high angular resolution of $\delta \theta \sim 1$ mrad for particles with a maximum magnetic rigidity of $B_r = 6.8$ Tm.

To avoid loss of energy resolution due to the momentum spread of RI beams, the dispersion matching technique is applied to perform high resolution measurements [2]. The maximum resolving power of 15000 is expected to be achieved in the dispersion matching (DM) mode. However, in the DM mode, a large target is needed because the image size at the target is about as large as 10 cm. To be able to use small targets, high resolution achnromatic (HA) mode is also prepared. In the HA mode, the beam size at the target is about a few cm with keeping the resolving power of 7500 by measuring beam trajectories at dispersive focal plane F6. The resolving power and acceptance of the DM and HA mode are summarized in Table 1.

<table>
<thead>
<tr>
<th>Transport mode</th>
<th>DM (at F6)</th>
<th>HA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolving power</td>
<td>15000</td>
<td>7500</td>
</tr>
<tr>
<td>Momentum acceptance (%)</td>
<td>± 0.3</td>
<td></td>
</tr>
<tr>
<td>Angular acceptance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>horizontal (mrad)</td>
<td>± 10</td>
<td></td>
</tr>
<tr>
<td>vertical (mrad)</td>
<td>± 30</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Resolving power and acceptance for high resolution beam line. Transport mode of DM, HA indicate the dispersion matching mode, high resolution achronatic mode, respectively.

The high resolution beam line has been constructed [3]. Figure 1 shows the layout of the high resolution beam line. An RI beam emitted from the production target at F0 is achronatially focused at F3. F3 is the ion-optical starting point of the high resolution beam line. The beam line consists of 30 superconducting quadrupole magnets, 4 normal-conducting quadrupole magnets, and 5 dipoles. The magnets are set according to the central rigidity of the aimed radio-isotope in the experiment. For a reduction of the tuning time, each magnet was set according to the ion optical calculation based on the precise magnetic field measurement [4].

The field-map measurement had been performed for the dipoles and superconducting quadrupoles [5] [6], and for normal-conducting quadrupoles, which were used for the SMART spectrograph [7], of QH16 and QH17 [8]. However, since there are little information available for the field-maps of QH18-a,b which are normal-conducting quadrupole magnets, we carried out the magnetic field mapping for QH18-a,b.

The magnetic field distribution in QH18-a,b were measured by using a hall probe. The distribution was measured at a radius of 25 mm which is inside of the bore radius of QH18-a,b of 90 mm. Hall probe voltages were measured with a digital multimeter (Keithley 2701 + 7702) linked to the PC with the Ethernet network communication. The hall probe were moved by hand at 20 mm interval along the beam axis, whereas the interval was reduced to be 10 mm where the distribution rapidly change along the axis. Integrating the distribution, the effective field lengths are obtained as shown in Fig. 2. The nominal effective lengths of QH18-a and QH18-b are 400 mm and 500 mm, respectivley. The current settings were prepared for each $B_p$ on the bases of the ion optical calculation results from the field-map measurement.

To achieve the performance listed in Table 1, the aberration effects should be corrected, for which precise knowledge of transfer matrix elements up to the higher order is necessary. Actually, the RI beams have a large emittance which causes the spread of beam image due to the higher order aberrations. For example, third order matrix element $(x | a b b)$ causes a spread of 12 mm at the target from the ion-optical calculation. In the commissioning run in March 2009, ion-optical studies were conducted which include the measurements to determine the transfer matrix elements.

Figure 1. Layout of the high resolution beam line. It branches from BigRIPS after F6. F3 is the ion-optical starting point of the high resolution beam line.
In the commissioning, beam trajectories were obtained by using positions and angles of beams determined by beam-line detectors installed at each focal plane. To examine the fundamental optical properties, the dispersion was measured by using aluminium degraders installed at BigRIPS-F0 with primary $^{14}$N beam. The measured $(x|\delta)$ at each focal plane for the DM mode is summarized in Table 2. It is shown in the table that the differences between the design and measured values for FH9 and FH10 are larger than ones for F6 and FH7. Those differences are considered to be caused by the focus condition which is mainly affected by the magnet settings. After the run it is found that the settings of the QH18-a,b were not correct. Measurements were also conducted using secondary beams. Other transfer matrix elements can be deduced from the data with primary and secondary $^{12}$N beams. Such analysis is in progress.

One of the most important purpose of optical studies in the commissioning is to establish the method to tune the beam to the dispersion matching condition. When the matching condition between the beam line and spectrometer is completely realized, the horizontal positions at the focal plane of the spectrometer are independent of the spread of the beam. Therefore, the matching condition is expected to be experimentally diagnosed with the correlation between the beam momentum and horizontal position at the final focal plane. In the dispersion matching tuning, the primary beams were transported to the focal plane of SHARAQ. The beam momentum was obtained from the position at the dispersive focal plane FH7. Figure 3 shows correlation between the horizontal position at FH7 and that at the focal plane of SHARAQ. From the figure, the correlation between the beam momentum and position at the final focal plane was clearly seen. It is found that the diagnostic elements of the high-resolution beam line successfully worked.

![Figure 2. Effective field lengths of the QH18-a,b magnet.](image)

![Figure 3. Horizontal-position correlation between at FH7 and at the focal plane of SHARAQ(S2).](image)

<table>
<thead>
<tr>
<th>Focal plane</th>
<th>F6</th>
<th>FH7</th>
<th>FH9</th>
<th>FH10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured value (mm/%)</td>
<td>77</td>
<td>−74</td>
<td>201</td>
<td>110</td>
</tr>
<tr>
<td>Design value (mm/%)</td>
<td>76.7</td>
<td>−73.7</td>
<td>229</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 2. Measured $(x|\delta)$ for the DM mode.
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1. Introduction

We are developing low-pressure multi-wire drift chambers (LP-MWDC’s) and plastic scintillators which will be used in BigRIPS and the high-resolution beam line (HRBL), for the experiments using the SHARAQ spectrometer [1].

Figure 1 shows the BigRIPS, HRBL, and the SHARAQ spectrometer. The LP-MWDC’s are used at F3, F6, F-H7, F-H9, and F-H10. A list of the LP-MWDC’s is shown in Table 1. Plastic scintillators are installed in F3, F-H7, F-H9, and F-H10. We report here on developments of LP-MWDC’s, plastic scintillators, and the commissioning performed in March 2009.

![Diagram of Beam Line Detectors](image)

Figure 1. LP-MWDC’s and plastic scintillators in BigRIPS and HRBL.

There are some requirements for the tracking detectors. The thickness of the detectors should be as small as \(10^{-4}\) of radiation length to reduce the effect of multiple scattering in the detectors to be \(\sim 0.1\) mrad. The efficiency should be as large as possible even for light RI beams such as \(^{8}\)He at 200 MeV/nucleon. The position resolution is required to be less than 300 \(\mu\)m in FWHM. The maximum counting rate should be 1 MHz for the dispersive beam transport. The energy loss information should be obtained by the tracking detectors for the particle identification of the RI beam to reject in-flight \(\beta\)-decay events.

The LP-MWDC’s are being developed in order to realize the performance described above. A low-pressure operation at around 10 kPa is needed to reduce multiple scattering in the detector as small as 0.1 mrad.

<table>
<thead>
<tr>
<th>Focal Plane</th>
<th>Name</th>
<th>Active area [mm(^2)]</th>
<th>Cell size [mm]</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3</td>
<td>DCF31</td>
<td>80x80</td>
<td>5</td>
<td>xx yy xx yy</td>
</tr>
<tr>
<td></td>
<td>DCF32</td>
<td>96x96</td>
<td>6</td>
<td>XyXy</td>
</tr>
<tr>
<td>F6</td>
<td>DCF61</td>
<td>216x144</td>
<td>9</td>
<td>XyuxY</td>
</tr>
<tr>
<td>F-H7</td>
<td>DCH71</td>
<td>216x144</td>
<td>9</td>
<td>XyuxY</td>
</tr>
<tr>
<td></td>
<td>DCH72</td>
<td>216x144</td>
<td>9</td>
<td>XyuxY</td>
</tr>
<tr>
<td>F-H9</td>
<td>DCH91</td>
<td>216x144</td>
<td>9</td>
<td>XyuxY</td>
</tr>
<tr>
<td>F-H10</td>
<td>DCHX1</td>
<td>216x144</td>
<td>9</td>
<td>XyuxY</td>
</tr>
<tr>
<td></td>
<td>DCHX2</td>
<td>144x144</td>
<td>9</td>
<td>XyuxY</td>
</tr>
</tbody>
</table>

X, Y: stripped cathode with delay-line readout
x, u, y: anode

2. MWDC’s at F3

We measured gas gains of DCF32 using a 5.5-MeV \(\alpha\) ray from \(^{241}\)Am. The gas gain was calculated from the signals from the delay line (DL) readout, which was developed for the PPAC’s [2], and from the energy loss calculations. The data were taken for five gas pressures by changing the bias voltages. Figure 2 shows the results. The closed circles, closed squares, closed triangles, open circles, and open squares are the data for 4, 5, 10, 15, and 20 kPa, respectively. The results roughly agree with the data in Ref. [3].

The performances of DCF31 and DCF32 were evaluated in experiments using an \(\alpha\) beam at 8.8 MeV/nucleon which gives the same energy losses as \(^{12}\)N at 200 MeV/nucleon, which will be used in the experiments using the SHARAQ spectrometer. Details of DCF31 and DCF32 are described in Refs. [3] and [4], respectively.
3. MWDC’s at F6, F-H7, F-H9, and F-H10

Figure 3 shows a schematic view of DCHX2. It includes three anode layers (X, u, and Y) and two stripped cathodes (X and Y). The direction of the u wires are tilted by 30 degree with respect to the x wires. The cathodes at outside are stripped in horizontal and vertical directions (X and Y). The stripped cathodes give redundant position information, and the energy loss of the RI beam for the particle identification. The signals from the stripped cathodes are read out using DL’s. Three high voltages can be supplied individually to the stripped cathodes, other cathodes, and the field wires. The signals from DL’s are amplified by Kaizu 3356 preamplifier. The ones from the anode wires are amplified and discriminated by REPIC RPA-130/131 64-channel preamplifier and discriminator cards. The timing signals from RPA-130/131 are digitized by CAEN V1190A/B multi-hit TDC’s.

We performed an experiment to evaluate performances of DCF6, DCHX1, and DCHX2. Details of the experiment are described in Ref. [6].

4. Plastic scintillators

Plastic scintillators were installed in F3, F-H7, F-H9, and F-H10. The scintillators were Eljen Technology EJ-212. The geometry of SF3 and others are 100x100x1 mm$^3$ and 220x150x3 mm$^3$, respectively. The scintillation light was read out by two Hamamatsu R7600 photomultiplier tubes with light guides attached to both ends of the scintillator.

5. Commissioning

A commissioning of HRBL and SHARAQ spectrometer was performed in March 2009. Eight LP-MWDC’s listed in Table 1 were used in the commissioning. We evaluated the tracking efficiencies and resolutions of LP-MWDC’s at F6, F-H7, F-H9, and F-H10, at 10 kPa, for a $^{14}$N beam at 250 MeV/nucleon [8]. The tracking efficiency of one LP-MWDC was around 97%, which is high enough for event-by-event tracking of the beam. The tracking resolutions are closed to the requirement, 300 μm. Further analyses are in progress to obtain higher resolution.

We have developed LP-MWDC’s and plastic scintillators for BigRIPS and HRBL, for the experiments using SHARAQ spectrometer. Obtained performances of the anode layers are closed to the requirements. Further analyses are in progress to obtain higher resolution of anode layers and to evaluate the performances of the stripped cathodes with DL-readout.
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1. Introduction

We are developing Low-Pressure Multiwire Drift Chambers (LP-MWDCs) [1, 2, 3, 5] for light heavy ions at 100–300 MeV/nucleon. The LP-MWDCs are used in BigRIPS and High-Resolution Beamline (HRBL) [5] in RI Beam Factory (RIBF).

The LP-MWDCs have 3 anode layers (x, u, and y). The u layer was tilted at 30° with respect to x. Pure isobutane is used as a counter gas at a pressure of 10 kPa. By using the gas at the low pressure, the effect of the multiple scattering can be reduced. The detail of the structures and specifications of the LP-MWDCs is described elsewhere [1, 2, 3, 4].

In March 2009, we performed a commissioning of HRBL [5] and SHARAQ spectrometer [6], and evaluated the performance of the LP-MWDCs for a $^{14}$N beam at 250 MeV/nucleon. We report here the position resolutions and tracking efficiencies as a function of the applied voltage.

2. Experiment

A $^{14}$N beam was accelerated up to 250 MeV/nucleon by AVF, RRC, and SRC cyclotrons and transported to HRBL. The LP-MWDCs and plastic scintillators were installed at the focal planes in BigRIPS and HRBL. The size of the scintillator at F3 was 100×100 mm$^2$ and the thickness was 1 mm. This scintillator was used as a trigger counter. The size of the scintillators at F-H7, F-H9, and F-H10 was 220×150 mm$^2$ and the thickness was 3 mm. The detail of the experimental setup at each focal plane is described in Ref. [2].

The anode signal of the LP-MWDCs was read out, amplified, and discriminated by REPIC RPA-130/131 cards. The timing of the leading edge and trailing edge were recorded by using CAEN V1190A/B multihit TDCs.

While the beam passes through the counter gas, it kicks electrons in the gas, called $\delta$-rays. The $\delta$-rays cause multiple hits in one anode layer. In order to prevent incorrect tracking, signals by $\delta$-rays have to be rejected. In our experiment, pulse widths from the cards, which were related to the pulse height of the analog signals, were obtained [5]. These pulse widths enable us to separate the signals of the beam from those of the $\delta$-rays by the pulse height.

3. Analysis and Results

The spectrum of the pulse width for all the hits in anode wires on x layer of DCH71, as one of beam line detectors, at 1000 V is shown in Fig. 1(a). Figure 1(b) shows the relation between the pulse widths and the leading edge timing. The pulse width of the beam were separated from those of $\delta$-rays. The spectrum of the leading-edge timing of input signals of the TDCs is shown in Fig. 1(c). A drift time-to-distance calibration was carried out for each anode layer. The drift length was evaluated by assuming a uniform irradiation to each cell.

Figure 1. (a) A spectrum of the pulse width for all the hits in anode wires on x layer of DCH71 at 1000 V, (b) Relation between the pulse width and leading edge timing, (c) a spectrum of the leading edge timing by selecting the pulse width for the true particle.

We can compute the drift length from Anode wires, i.e., two candidates for x and y are obtained. As shown in Fig. 2 by circles, there remain four candidates, when we use position information of x and y. However, the hit position is uniquely determined by using the position information of u.

In order to estimate the position resolutions, the distributions of $u_x - u_y$ were investigated. Here, $u_x$ is a hit position...
Figure 2. There remain 4 candidates, when we use position information of x and y. The hit position is determined by using the position information of u in addition.

\[ \text{Anode } x \quad \text{Anode } y \]

\[ \text{Drift length (y)} \quad \text{Drift length (x)} \]

\[ \text{Residue } [\text{mm}] \quad \begin{array}{c|c|c|c|c|c|c|c} 
-5 & -4 & -3 & -2 & -1 & 0 & 1 & 2 & 3 & 4 & 5 \\
Counts & 0 & 50 & 100 & 150 & 200 & 250 & 300 & 350 & 400 & 450 & 500 \\
\end{array} \]

\[ \text{Voltage } [\text{V}] \quad 900 \quad 950 \quad 1000 \quad 1050 \quad 1100 \]

\[ \text{Tracking efficiency } [%] \quad \begin{array}{c|c|c|c|c|c} 
0 & 20 & 40 & 60 & 80 & 100 \\
\end{array} \]

\[ \text{DCF61} \quad \text{DCH71} \]

Figure 3. Residue distribution of \( u - u_{xy} \) for DCH71 at 10 kPa and 1000 V.

\[ \text{Position resolution (FWHM) } [\text{mm}] \quad 6.10 \text{ mm} \]

Figure 4. Position resolutions (FWHM) of DCF61 and DCH71 as a function of the applied voltage at 10 kPa. The Position resolutions are obtained from the distribution of \( u - u_{xy} \).

\[ \text{Voltage } [\text{V}] \quad 900 \quad 950 \quad 1000 \quad 1050 \quad 1100 \]

\[ \text{Tracking efficiency } [%] \quad \begin{array}{c|c|c|c|c|c} 
0 & 20 & 40 & 60 & 80 & 100 \\
\end{array} \]

\[ \text{DCF61} \quad \text{DCH71} \]

Figure 5. Tracking efficiencies of DCF61 and DCH71 as a function of the applied voltage at 10 kPa. The Tracking efficiencies are defined as the ratio of the number of the events satisfying \( |u - u_{xy}| < 4.5 \text{ mm} \) to the counted number of the \( ^{14}\text{N} \) beam by using the plastic scintillator at F-H10.

4. Summary

The position resolutions and tracking efficiencies of the LP-MWDCs were evaluated as a function of the voltage at 10 kPa for the \( ^{14}\text{N} \) beam at 250 MeV/nucleon. The position resolutions (FWHM) were obtained around 400 \( \mu \text{m} \). The tracking efficiencies reached around 97% between 1000 V and 1100 V.
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1. LP-MWDC - DCF31

Low-pressure multiwire drift chambers (LP-MWDCs) have been developed \cite{1} as beam line detectors (BLDs) for the high-resolution measurement using the newly constructed spectrometer SHARAQ \cite{2} at RI Beam Factory (RIBF) in RIKEN. One of the largest physical motivations of SHARAQ is to explore the unknown region in nuclear physics via the exothermic charge exchange reaction using radioactive isotope (RI) beams. For the high-resolution measurement with RI beams, the following requirements are imposed on the BLDs:

1. the position resolution better than 300 \( \mu \text{m} \) (FWHM) for the precise ray tracing,
2. the gas pressure as low as possible for sufficiently small energy struggling and multiple scattering effects,
3. the efficiency close to 100\% for the event-by-event tracking.

The performances of LP-MWDCs were tested by using an accelerated beam \cite{3}. In this article, we report the performance evaluation for one of the LP-MWDCs, DCF31. DCF31 was built for the use at BigRIPS-F3, which is the start point of the high-resolution beam transport. The specifications and the schematic figure of DCF31 are shown in Table 1 and Fig. 1, respectively.

Among the developed LP-MWDCs, DCF31 has the smallest cell size of 5 \( \times \) 4.8 mm\(^2\), and therefore it can work at a relatively high rate. This feature is favorable for the use at F3, where the beam spot size is a few millimeter.

Table 1. Specifications of DCF31.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of planes</td>
<td>8 (X(_1)X(_1)'Y(_1)Y(_1)'X(_2)X(_2)'Y(_2)Y(_2)')</td>
</tr>
<tr>
<td>Number of cells</td>
<td>16 cells/plane</td>
</tr>
<tr>
<td>Cell size</td>
<td>5 mm(^2) \times 4.8 mm(^2)</td>
</tr>
<tr>
<td>Sensitive Area</td>
<td>80 mm \times 80 mm</td>
</tr>
<tr>
<td>Anode wire</td>
<td>Au-W 12.5 ( \mu \text{m} )</td>
</tr>
<tr>
<td>Potential wire</td>
<td>Cu-W 75 ( \mu \text{m} )</td>
</tr>
<tr>
<td>Cathode foil</td>
<td>Al-PET 2 ( \mu \text{m} )</td>
</tr>
<tr>
<td>Operation Gas</td>
<td>pure isobutane</td>
</tr>
</tbody>
</table>

2. Experiment

The experiment was carried out at the E7 experimental hall in RIBF. The \( \alpha \) beam was accelerated up to 8.8 MeV/nucleon by the AVF Cyclotron and was transported to the E7B course. The \( \alpha \) beam at 8.8 MeV/nucleon gives the same energy loss in DCF31 as the \( ^{15}\text{N} \) beam at 250 MeV/nucleon, which is a major candidate for the RI beam used in SHARAQ experiments. The transported \( \alpha \) beam was defocused around DCF31 so that the beam covered a large part of the sensitive area. The signals from anode wires were amplified and discriminated by the REPIC RPA-131 cards. Since the typical noise level was about 5 mV, the threshold of RPA-131 was set to 10 mV throughout the measurement. The timing information was digitized by the CAEN V1190A multi-hit TDC. The plastic scintillator with a thickness of 0.1 mm was installed about 60 cm upstream of DCF31. The signals from the photo multiplier tubes triggered the data acquisition system.

It is often problematic that the number of noise events, for instance such as \( \delta \)-ray events, increases as the applied high voltage (HV) becomes higher. In our measurement, these events were successfully separated by gating on the pulse width of the anode signal. The pulse width was obtained as \( t_{\text{trail}} - t_{\text{lead}} \), where \( t_{\text{lead}} \) and \( t_{\text{trail}} \) are the timing for the leading and trailing edges acquired by V1190A. Since noise events have small pulse widths, they are clearly separated from true signals as shown in Fig. 4. The events in the red colored region was used in the analysis.
3. Result

The obtained TDC spectrum is shown in Fig. 3. The width of the spectrum, corresponding to the drift time in a half-cell size, was about 40 nsec. This is consistent with the simulated value of 43 nsec by the program Garfield [3].

Figure 3 shows the efficiency curve obtained at gas pressures of 5 kPa, 10 kPa and 20 kPa. The efficiency was estimated by $Y_{X2}/Y_{trigger}$, where $Y_{X2}$ is the number of yields for X2 plane and $Y_{trigger}$ is the number of triggered events. At 5 kPa, the applied HV tripped before the efficiency reaches 100%. On the other hand, at 10 kPa and 20 kPa, it reaches about 100% with the applied HV above 800 V and 900 V, respectively. Therefore the requirements (2) and (3) are sufficiently met.

The position resolution for each anode plane is estimated by the variance (residue) of the ray fitting. The overall position resolution for DCF31 is given by the half of it. The obtained resolution is shown in Fig. 5. The requirement (1) is satisfied above 8 kPa.

In summary, it was confirmed that the performance of DCF31 is satisfactory as a BLD at F3. DCF31 will be operated at a gas pressure of 10 kPa in the SHARAQ commissioning and in the subsequent experiments.

References

Delay-line readout of Low-Pressure Multi-Wire Drift Chamber


Department of Earth and Planetary Science, University of Tokyo
a Center for Nuclear Study, Graduate School of Science, University of Tokyo
b Department of Physics, University of Tokyo
c Department of Physics, Kyoto University

1. Introduction

We have been developing beamline detectors that use a high resolution beamline for SHARAQ spectrometer in RI Beam Factory (RIBF). There are several requirements to be fulfilled for these detectors. Detection efficiency should be high even for light RI beams such as $^{12}$N at 200 A MeV. The position resolution is required to be less than 300 μm at FWHM. The maximum counting rate should be 1 MHz for the dispersive beam transport. In order to realize the performance described above, we have developed Low-Pressure Multi-Wire Drift Chambers (LP-MWDCs).

We have developed LP-MWDC with stripped cathodes and delay-line readouts. Signals are obtained both from anode wires and segmented cathode strips. The cathode signals are read out with delay-line, as schematically shown in Fig. 1. LP-MWDC operated at the low pressure of less than 20 kPa to reduce the effect of the multiple scattering.

In December 2008, we performed a test experiment to study performances of the LP-MWDCs for an $\alpha$ beam at 8.8 A MeV.

2. Structure of LP-MWDC

There are three LP-MWDC (MWDC2, 3 and 4) in this study. The active area of MWDC2 is $144 \times 144$ mm$^2$. That of MWDC3, 4 is $216 \times 144$ mm$^2$. The diameter of the sense wire is 12.5 μm, and that of the field wire is 75 μm. That of the cathode film is 1.5 μm for all the chambers. The cathode film is made of PET with aluminum evaporated on to both sides. MWDC2 has the channel of 16ch (X, Y) and 22ch (U). MWDC2, 3 have the channel of 24ch (X), 16ch (Y) and 22ch (U). Strip width of MWDC2 is 2.55 mm (X,Y). Strip width of MWDC3, 4 is 2.55 mm (X) and 2.58 mm (Y). The striped cathode (CX, CY) are connected to delay-lines.

3. Delay-line readout

It is necessary to delay the signal in order to measure the signal from striped cathode by using TDC. Delay-line is the signal transmission line that consists of the coil and the capacitor to delay the signal as shown Fig. 1. Delay time (T) for each unit length of delay-line is evaluated as follows:

$$T = \sqrt{LC},$$  \hspace{1cm} (1)

where L and C are the values for each unit length. The position information is obtained by measuring the difference of the time of the signal that comes out from delay-line’s both ends. The delay time for each unit length of these LP-MWDC is 0.8 ns/mm.

4. Experiment

The LP-MWDCs were installed in the E7B beam line. Figure 2 shows a schematic view of the experimental setup.

The distance between LP-MWDC2 and LP-MWDC3 is 150 mm. The LP-MWDCs were operated using an isobutane gas at 5, 10, and 20 kPa. An $\alpha$ beam at 8.8 MeV was provided from the AVF cyclotron accelerator. The energy deposition of the $\alpha$ beam in the LP-MWDCs is comparable to that of a $^{12}$N ion at 200 A MeV, which will be used in the first experiment at SHARAQ.

5. Analysis and Result

Figure 4 shows coordinate plane that we thought in order to analyze. A vertical axis is the position, and a horizontal axis is distance from MWDC2. Both unit is mm. $X_1$, $X_2$, and $X_3$ is position of MWDC2,3 and 4.

$X_1$, $X_2$, and $X_3$ assumed to have equal resolution ($\delta X$). The residual between $X_2$ actually obtained from test experiments and that obtained from the mean value of $X_1$ and $X_3$
Figure 3. Coordinate plane that we thought in order to analyze. A horizontal axis is a distance from MWDC2. A vertical axis is a position obtained from each LP-MWDC. Both units are mm.

Figure 4. Histogram of $\Delta X$. The unit of a horizontal axis is mm, a vertical axis is a number of counts.

Figure 5. Histogram of $\Delta Y$. The unit of a horizontal axis is mm, a vertical axis is a number of counts.

is assumed to be $\Delta X$. $\Delta X$ is a function of $X_1$, $X_2$, and $X_3$. It is assumed $\Delta X= F(X_1, X_2, X_3)$. $F$ is analytically determined from Fig. 3. $F$ is evaluated as follows:

$$ F = \frac{1}{2} X_1 - X_2 + \frac{1}{2} X_3, \quad (2) $$

When the measurement frequency of $\Delta X$ increases, the histogram of $\Delta X$ is Gaussian distribution shown as Fig. 4, 5.

The standard deviation of the Gaussian distribution is $\sigma$. By using the expression of a general error margin spread, the relation between resolution and standard deviation is evaluated as follows:

$$(\frac{\partial F}{\partial X_1})^2 + (\frac{\partial F}{\partial X_2})^2 + (\frac{\partial F}{\partial X_3})^2, \delta X^2 = \sigma^2 \quad (3)$$

When the resolution of $Y$ is obtained, it only has to change $X$ into $Y$. The resolution of $X$ and $Y$ is 1.40 mm and 1.56 mm at FWHM.

6. Summary

We performed a test experiment for the LP-MWDCs with stripped cathodes and delay-line readouts to study the performance using the $\alpha$ beam at 8.8 A MeV. We obtained position resolution of LP-MWDC’s delay-line readout. Consequently, the position resolution of $X$ and $Y$ is 1.40 mm and 1.56 mm.
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The SHARAQ spectrometer \[1\] and the high-resolution beam line \[2\] have been constructed in the RI Beam Factory (RIBF) at RIKEN. In March, 2009, we performed the first beam study to examine dispersion-matching ion optics and to evaluate performances of detectors installed in the beam line and the spectrometer. Valuable information has been obtained on the basic performances of the high-resolution spectrometer system. This report describes basic performances of detectors installed at the dispersive focal plane of SHARAQ.

Figure 1 shows the detector setup used in the beam study. Two tracking detectors and two plastic scintillators were installed in vacuum, and went out to the air through a 10 mm-thick aluminum window. The plastic scintillators were placed downstream of the aluminum window.

The plastic scintillators were used to measure the timings passing through the focal plane, and to measure energy deposits in them. Each scintillator is read out by two photomultiplier tubes attached on both sides. The size of the plastic scintillator is 1110 (H) × 300 (V) × 5 (T) mm³. Charge and timing data of the scintillators were obtained by utilizing the charge-to-time conversion (QTC) technique and multi-hit TDC modules \[3\]. We could identify the atomic numbers of \(^{12}\)N and \(^{11}\)C particles with better than 5 \(\sigma\) separation.

Tracks of beam particles were measured by the tracking detectors, which are cathode-readout drift chambers (CRDCs) \[3\]. The CRDCs have manufactured in the fiscal year of 2008 by collaboration with an experimental group of GANIL. Detailed structure of the CRDC is described in Ref. \[5\]. The CRDCs operated with isobutane gas at 15 or 30 torr in this study, because we detected various light particles at around 200A–250A MeV such as \(^{6}\)He, \(^{7}\)Li, \(^{12}\)B, and \(^{12}\)N.

The CRDC has 2 signals from the anode wires and 2 multiplexed signals from the cathode pads. The Anode signals were utilized to deduce drift time and charge amount of secondary electrons in the CRDC. Preamplifiers for anode signals were charge sensitive type and were set to be gain of 0.9 V/pC and time constant of 20 \(\mu\)s. Since the anode signal is generated when avalanche occurs around the anode wires, the drift time are determined by difference between an anode timing signal and a timing signal of the plastic scintillator. We operated CRDCs with drift electric fields of 83.3 V/cm with 15-torr isobutane and 140 V/cm with 30-torr isobutane, respectively. The drift velocities of secondary electrons were 5.9 cm/\(\mu\)s at 15 torr and 5.3 cm/\(\mu\)s at 30 torr. These values are close to the ones evaluated by using the GARFIELD code \[6\]. Since vertical hit positions of CRDC is linearly related to the drift time, the time resolution of drift time determines the resolution of vertical position. In the present status, the vertical position resolution were approximately 1 mm FWHM and it is twice worse than the designed value. We are continuing data analysis to pin down the origin of such a bad resolution.

Figure 2 (a) shows avalanche gain measured at 30 torr of CRDCs as a function of voltage supplied to the anode wires. CRDC1 (CRDC2) indicates the upstream (downstream) tracking chamber. CRDC1 has potential wires lo-
cated between anode wires, and CRDC2 has no potential wires. (See Fig. 2 in Ref. [5].) The difference of configurations is considered to cause difference of avalanche gains. However, we demonstrated that the both types of CRDCs achieve higher avalanche gain than the required gain of $10^4$.

Figure 2(b) shows a correlation between drift length of secondary electrons and charge amount obtained from anode wires. The data were obtained in 30-torr operation by $250\mu$A-MeV $^{14}\text{N}$ beam. The typical beam rate was 500 counts/sec. The flow rate of the counter gas was set to be 190 cc/min, and the counter gas in the detectors was replaced every 10 hours. This indicates that an amount of secondary electrons decreases during drift. The line in the figure was obtained by a linear fitting of the data. Based on the gradient of the line, 30% of secondary electrons is estimated to be lost by 30-cm electron drift. We can obtain clear signals from all the effective area of CRDC by control of its avalanche gain, though this effect is not so small.

The horizontal hit position is determined by a charge distribution induced on the cathode pads. The charge signals from the cathode pads were read out by using GASSIPLEX chips [7], developed at CERN for multiplexed readouts of pad chambers. The GASSIPLEX is mounted close to cathode pads inside the detector. With its capability of high multiplexing, the charge signals from 256 cathode pads can be transmitted through a single signal line and read out with a CAEN sequencer with a CRAM module [8]. The variation of pedestals in a GASSIPLEX chip is of 60–70 mV and the pedestals were not changed during the beam study (< 2 mV). In this study, the track-and-hold signals for GASSIPLEX chips were generated by the timing of anode signal of the CRDC under the condition that 2 plastic scintillators and the anode were coincident. Figure 3(a) shows a charge distribution and an empirical distribution curve [9] fitted to the data. The curve is expressed as

$$q(x) = a_1 \cdot \text{sech}^2 \left( \frac{x - a_2}{a_3} \right),$$

where $a_i \ (i = 1, 2, 3)$ are fitting parameters. Typical resolution of horizontal position was estimated to be 500 $\mu$m FWHM in the case of $250\mu$A-MeV $^{14}\text{N}$ beam.

Figure 3(b) shows the number of cathode pads from which induced charge signals were generated as the function of charge amount obtained by anode wires. The relation seems to be reproduced by a power function. When we operate CRDCs in the middle of the dynamic range of GASSIPLEX, induced charge is distributed in approximately 10 cathode pads. The data show that we are able to control the number of cathode signals by changing the voltage of anode wires. We continue to investigate the relation between the position resolution and the number of pad signals because this number is considered to be strongly coupled to achievable position resolution.

In the summary, we performed the first beam study using light radioactive isotopes at 200–250 A MeV and examined the detector system installed in the final focal-plane of the SHARAQ spectrometer. All the detectors operated successfully and we obtained basic data of their performance in order to optimize the detectors’ parameters and to improve their data analysis algorithm. Further analysis is now in progress.
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1. Introduction

Recent nuclear experiments to study the structures and properties of unstable nuclei become of large scale at the viewpoint of the number of detectors, of the reaction rate, and also of the geometry. A large amount of signals from each detector and the digitized data should be processed and recorded, respectively, with the smallest dead time. The data acquisition software named BABIRL [1] has been developed aiming at making the dead time of the data collection smaller. The signal processing, however, has not been optimized because of the significant dead time in analog-to-digital conversion. We developed, to resolve this problem, a new data-processing system called “Parallel Acquisition and Control Intelligent system for Femto-frontier Collaboration (PACIFIC)” involving a couple of new modules. The PACIFIC consists of two categories, high-speed signal processing and parallel data acquisition. The former category has two components for charged particle detectors and γ-ray detectors. The latter category includes a event building. Three main parts are

1. Analog signal processing for fast signals (QTM),
2. Digital signal processing for slow signals (APU7110-P),
3. Asynchronous control and data collection (e-RT3) for monitoring the state of the experimental setup.

In this article, we report the concept and components of each part.

2. QTM module –analog signal processing for fast signals–

The QTM module is essentially a charge integrator, but it convert the amount of charge to the pulse width, it namely is a charge-to-time converter (QTC). The timing of the signal is picked off by leading-edge discrimination. This module is suitable for the fast signals, which have the rise-time of 5 to around 20 ns, such as plastic scintillators, cathode readout of Low Pressure Multi-Wire Drift Chamber (LPMWDC) and Parallel Plate Avalanche Counters (PPACs). Typical conversion time, i.e. dead time, is as short as 1 ns, which enables us to perform fast signal processing in combination with the multi-event non-stop TDC module such as V1190/1290 module (CAEN).

The QTM module is a one-span NIM module involving six preamplifiers [2], and two QTC-chips, and a register controller. The QTC-chip has been made by IWATSU Test Instruments Corporation. This chip itself accepts the charge up to around 50 pC and contains 3 × 3 QTCs. The input signal is divided into three same signals and two signals are attenuated by 1/7 and 1/49. Then the dynamic range of input charge is effectively enlarged up to about 2.5 nC. The QTM module have 6 inputs with 50 Ω termination and 18 LVDS outputs grouped into three categories by the dynamic range. The charge and time resolution is designed to be typically 1% and 0.1 ns, while they depends on the input charge.

Figure[1] shows the demonstration of the performance for light unstable beam particles such as $^3$He, $^6$He, and $^9$Li in the SHARAQ commissioning run. The output pulse of QTM module was digitized by V1190 module. The horizontal and vertical axes show the time-of-flight from F3 to FH10 at SHARAQ beam line in RIBF and energy deposition in the plastic scintillator at the end of beam line. The beam particles are well discriminated from each other. The further analysis to deduce the timing and energy resolution is in progress.

![Figure 1. Particle identification of light neutron rich nuclei such as $^3$H, $^6$He, $^9$Li. The vertical and horizontal axes are time-of-flight and energy deposition.](image)

3. APU7110-P –digital signal processing for slow signals–

The APU7110-P modules has been developed for a γ-ray detector array GRAPE to extract the energy, timing and position of incident γ rays continuously. The pre-amplified

[2] The preamplifier is optional and can be bi-passed.
$2 \times 9$ signals from a nine-fold segmented germanium detector are digitized in pipeline process by flash ADC (FADC). In addition, the digital signals are numerically processed by using FPGA to deduce the energy and timing by applying the trapezoidal shaping and constant-fraction discrimination method, respectively.

To extract three-dimensional position of incident $\gamma$ rays, we are developing a new algorithm which is suitable for the pipeline processing.

4. Asynchronous monitoring and control of experimental devices

In order to perform the experiment safely and expeditiously, the parameters of each device, for example, the gas pressure and flow and the supplied high voltage of tracking detectors, the pressure in vacuum chambers, and the current of each magnet should be monitored and controlled during the experiment. Those values are also important to achieve better resolutions by correcting the effect due to the temporal change of the parameters in offline analysis. The devices are monitored and controlled by using Programmable Logic Controllers (PLC) for the beam-line detectors and Network IO controller (NIO) for the magnets.

Although general PLC are programed in the very specific and difficult language on sequence CPU, newly developed PLC module F3RP61 (Yokogawa Electric Corporation), which are available from since the summer in 2008, enable us to program in more familiar language, C, by using normal Linux operating system on PowerPC. For the control software, Experimental Physics and Industrial Control System (EPICS) is chosen because the EPICS is widely used and in the field of accelerator operation and is free software well developed in Argonne National Laboratory. The operating system and EPICS I/O controller are loaded from the main server via network boot protocol and the management of them is unified.

The NIO is a VME module produced by Hitachi Zohsen Corporation to control the power supplier of the magnets. We are developed a drivers and software in Linux system to drive NIO modules based on the software in VxWorks on PowerPC. The magnet control system consists of the VME CPU board, NIO-C, NIO-B and NIO-S. The operating system and control programs are loaded from the main server as well as those of PLC modules. The NIO-S board controls and monitors each power supply of a magnet directly and the NIO-C board controls all the NIO-B board sequentially via the NIO-B hub board.

The collected data of devices will be merged asynchronously into the physics data via BABIRL protocol to be used for the analysis and also stored in a database as one example of the experimental setup for the reference in the future experiments.

These developments are in progress.
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1. Introduction

GEM is a micro pattern gaseous detector, made of a thin insulator film (a typical thickness is 50 μm), with metal electrode plates on both sides, and pieced holes (a typically 70 μm in diameter) in closely-packed array [1]. The GEM with such micro-scale is denoted as ‘standard GEM’ in this report. With voltage difference of several hundred volts applied between the both sides of the GEM film, electron multiplication occurs inside the holes.

GEM has many advantages; for example no degradation of performance is observed in high rate [2]. GEM has been applied to many detectors not only for physics [3], but also for medical research and nondestructive testing [4]. On the other hands, the standard GEM has some disadvantages; fragility against discharges and difficulty in obtaining enough gain at low pressure.

GEM with millimeter scale has been developed recently to overcome the disadvantages of the standard GEM [5]. It is called as Thick-GEM (TGEM). Since the electron density inside the holes becomes more rarefied due to the larger holes, discharge probability becomes small. Furthermore, TGEM with high resistive electrodes has also been developed. It is called as Resistive Electrode TGEM (RETGEM), originally developed at CERN [6]. Owing to the high resistivity, the voltage difference in the hole region is automatically reduced when large current is drawn due to discharges. Thus, discharges could be efficiently suppressed.

TGEM and RETGEM look very promising, but their basic properties have not yet been studied thoroughly. In the present report, TGEM and RETGEM with different geometries were made, and the basic properties such as the voltage dependence of gain, gain stability and energy resolution were investigated.

2. Geometrical configurations of TGEM and RETGEM

Figure 1 shows the plane view of TGEM. TGEM consists of a glass epoxy with 18 μm-thick copper electrodes. Two configurations were tried for hole geometry; with and without rim. Purpose of having rim of 75μm around a hole, as shown in Fig 1 (right), is to reduce frequency of discharge by suppressing the concentration of field flux on hole edges.

TGEMs with five different geometrical configurations and RETGEM were made (see Table 1). The resistance of electrode of RETGEM is about 100 kΩ/cm.

<table>
<thead>
<tr>
<th>TGEM</th>
<th>RETGEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness (mm)</td>
<td>#1</td>
</tr>
<tr>
<td>Diameter of insulator (mm)</td>
<td>0.3</td>
</tr>
<tr>
<td>Rim</td>
<td>With</td>
</tr>
<tr>
<td>Pitch of holes</td>
<td>Twice of the hole diameter of electrodes</td>
</tr>
</tbody>
</table>

Table 1. The geometrical configurations of TGEM and RETGEM.

3. Setup

Figure 2 shows the schematic view of the test setup. 55Fe (X-ray: 5.9 keV) was used. The measurements were done with GEM in a single element. Distances between cathode mesh and GEM and between GEM and anode pad were 20 mm and 1.5 mm, respectively. The voltage supplied between cathode mesh and GEM, and between GEM and anode pad were 400 V. A signal was read from the pads with active region of 10 × 10 mm2. Ar(90%) + CH4(10%) gas mixture (P10) was used and gas flow was kept to be 300 cc/min. Measurements have been done at atmospheric pressure and at room temperature (~300 K).

4. Result

In the case of the TGEMs other than TGEM#3, a continuous discharge occurred before obtaining enough gain to separate the signal from the background. Thus, following measurements were done for only TGEM#3 and RETGEM.

4.1. Energy resolution

Figure 3 shows the charge distribution of TGEM#3 and RETGEM at gain of ~2000. The higher peak corresponds to 5.9 keV and the escape peak (2.7 keV) was clearly seen in both cases. The energy resolution is shown in RMS of the Gaussian which is fitted to the higher peak. The energy resolution of TGEM#3 is about 16 %. It is significantly worse than that of the standard GEMs (~9 %) [7]. The energy resolution of RETGEM is about 9 %, comparable to that of the standard GEMs.

The difference of the energy resolution might be caused by discharges since discharges occur more frequently during the measurement for TGEM than RETGEM.
4.2. Voltage dependence of gain

Figure 3 shows the voltage dependence of gain for TGEM#3 and RETGEM. The voltage supplied to GEM is called as ΔV_{GEM} in this report. A continuous discharge starts at ΔV_{GEM} = 2220 V (TGEM) and at ΔV_{GEM} = 1920 V (RETGEM) and the measurements could not be conducted further. The gain of TGEM#3 was obtained nearly 10^{4}, and that of RETGEM was obtained over 10^{4}.

![Figure 3. The charge distribution for TGEM and RETGEM.](image)

4.3. Gain stability

The left figures in Figure 4 show the gain variation as a function of time of TGEM#3 and RETGEM. The top-left and middle-left shows the data of TGEM#3 with ΔV_{GEM} = 2070 V and ΔV_{GEM} = 2200 V, which correspond to the gain ≈ 2000 and 5000, respectively. Bottom-left shows the data of RETGEM with ΔV_{GEM} = 1780 V, which corresponds to the gain ≈ 2000. The right figures show the time variation of pressure divided by temperature (P/T) during the corresponding time interval of the gain measurements.

The gain of GEM changes with the pressure(P) or the temperature(T) and the variation can be corrected by P/T in a narrow P/T region [7]. In both cases of TGEM, correlation between the gain and P/T was not seen clearly. Especially, more enormous gain variation was seen for the data with gain ≈ 5000 than with gain ≈ 2000. On the other hands, there seemed to be correlation between the gain and P/T for the data of RETGEM after 100 minutes.

Taken into consideration that the gain variation of TGEM becomes more enormously as the gain increases and that there seems to be the correlation for the data of RETGEM, the instability of the gain also might be explained by discharges. To ensure the gain stability of RETGEM, the gain variation as a function of time for longer time is needed. Furthermore, it is interesting to measure the gain stability of RETGEM with higher gain.

![Figure 4. The voltage dependence of the gas gain.](image)

5. Summary and Outlook

TGEM with different geometries and RETGEM, which has high resistive electrode are made, and basic properties of them are investigated.

For all TGEMs but the TGEM#3, measurements could not be conducted due to discharges. The performance of RETGEM seems to be better than that of TGEM. Since the gain stability is a critical for stable operation, the gain stability of RETGEM for longer time and with high gain are our future task.
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1. Introduction

Gas Electron Multiplicier (GEM) is one of the mirco pattern gas detectors, which is a metal-coated polymer foil with circular holes placed periodically. The metal layers at both sides work as electrodes and a few hundred volts is applied between them. The thickness of GEM foil is typically 50–150 μm. When a drift electron passes through the holes, strong electric field inside the hole induces a cascade of electron multiplication.

GEM is suited for two-dimensional imaging applications because of its capability of flexible readout arrangement. Soft X-rays are converted to electrons by a reaction with Ar gas and can be effectively detected. An imaging of thermal neutrons is also possible by utilizing Boron-coated GEMs. Thermal neutrons can be efficiently detected through the reaction with Boron involving the emission of α-rays.

We have been developing a 2D-imaging equipment using GEM. Readout system for 2D-imaging is developed and the progress is reported in this article.

2. Design

Figure 1 shows a schematic view of X-ray 2D-imaging prototype system. The drift length (between cathode and top of GEM layer) is about 1 cm and the gas chamber is filled with ArCO₂ at the atmospheric pressure. A size of GEM foil is 10 cm × 10 cm. To detect X-rays event by event, a gain of GEM must be larger than 10⁴ and this can be realized with triple 50 μm-GEMs or double 100–150 μm-GEM. In the case of the integrate type of the imaging instead of event by event detection, a single 50 μm-GEM is enough for electron multiplication.

Figure 2 shows the pixel board, where 16 × 16 pixels with square size of 2 mm × 2 mm are prepared for signal readout. On the back of the pixel board, 4 LSI chips and 4 ADC chips are mounted as shown in Fig. 3. Description of the LSI chip and the ADC chip will be provided in the following section.

2.1. LSI and pixel board

The LSI chip was designed and fabricated with 0.25 μm CMOS technology. The LSI has 64 channel integrators and multiplexers as shown in Fig. 4. The chip size is 5 mm × 2.5 mm. The designed specifications of the integrator are as follows; conversion gain is 1 V/pC, input range is 1 pC, slew rate is 50 V/μs, and Gain Band Width (GBW) is 30 MHz. The signals of 64 channel integrators are fed into the multiplexers and finally the serialized output goes to ADC. The charges induced on the pixels are integrated for at least 1 msec. A Correlated Double Sampling method is implemented, where an integrated signal is sampled first (pre-output) and a baseline is sampled after the discharge of the signal (post-output) for each channel.

A typical leak current is 0.1 pA, which is much smaller than that of typical FET input amplifiers (~1 pA). A noise level is less than 4 mV, which guarantees good S/N ratio (100/1) for the signal from GEM. The linearity is quite good and the difference in the conversion gain between channels...
is less than 3% [2].

We choose 12 bits, 1 Msps (Mega Sampling Per Second), serial output ADC. This resolution is high and the noise level of the LSI is larger than 10 LSBs. The conversion process and data acquisition are controlled using two control signals, allowing the devices to interface with FPGA. A timing of the ADC sampling is synchronized with that of LSI sampling. Output rate of each ADCs is 2.5 Mbits/sec, which corresponds to the maximum imaging rate of 1 kfps (frame per second). An imaging above 1 kfps is possible, but the response of the LSI is nonlinear.

### 2.2. FPGA firmware

A Data Acquisition (DAQ) for the imaging is constructed using Field Programmable Gate Array (FPGA). SiTCP is used in the front-end-system, which is FPGA-based firmware and enables to transfer data through 100 Mbps Ethernet using TCP/IP protocol. SiTCP has a possibility to construct DAQ easily compared to the conventional DAQ based on a bus architecture because its interface is similar to FIFO and very simple.

There are two FPGAs (Xilinx Spartan-3A) on the SiTCP board, which is a product of BeeBeans Technologies. One is for the control of pixel board and the receipt of ADC output data from pixel board, the other is for the transfer of data to PC. The former is called USER-FPGA and the latter is called SiTCP. The USER-FPGA firmware has ten components as shown in Fig. 5. Finite state machine, Deserializer, Pre/post subtracter, Data-formatter, SiTCP-interface, PicoBlaze (micro processor), Programmable-ROM, RS232C-transmitter, RS232C-receiver and Control Signal Generator. The serial outputs of the four ADCs are deserialized at Deserializer and combined together with headers at Data-formatter. An online correction of the baseline shift is possible by Pre-post subtraction. PicoBlaze is a micro processor core based on 8-bit, RISC architecture. Programming by its assembler language is possible. It is used for slow control. This processor receives commands through RS232C.

Utilization percentages of USER-FPGA components are listed in Table 1.

<table>
<thead>
<tr>
<th>resource</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occupied Slice</td>
<td>4%</td>
</tr>
<tr>
<td>Slice Flip Flop</td>
<td>3%</td>
</tr>
<tr>
<td>4 input LUTs</td>
<td>3%</td>
</tr>
<tr>
<td>bonded IOBs</td>
<td>8%</td>
</tr>
<tr>
<td>BUFGMUXs</td>
<td>8%</td>
</tr>
<tr>
<td>RAMB16BWEs</td>
<td>5%</td>
</tr>
</tbody>
</table>

#### 3. Result of performance test

Basic performance was tested by taking pedestals. The Root Mean Square (RMS) of the pedestal data is lower than 30 channel even before pre-post subtraction. After pre-post subtraction, an offset of the pedestal data become lower than 3 channel and the RMS improves slightly. A uniformity over one LSI is quite good, but there are some differences among the chips. Figure 6 shows a linearity of the LSI.

Even though the readout seems to be working, there are a few problems to be solved. First, a connection realized using the flexible printed circuit between the pixel board and SiTCP board is unstable. Replacing the flexible printed circuit with conventional cable and connectors is planned. Second, ADC does not work properly for a while when voltage larger than the ADC dynamic range is input to ADC. It will be cured by adding diodes for over-voltage protection.

#### 4. Summary

We designed a 2D-imaging device using GEM and developed a prototype. SiTCP technique is chosen for the readout system. A basic performance of the readout electronics was investigated. This system seems to be working, but we found several issues such as cables and implementation of protection circuits in the pixel board to be fixed in the future.
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Decay spectroscopy is a powerful tool to study nuclei far from stability line even with low production rate. Unstable nuclei with several hundreds MeV/nucleon provided by the in-flight fragment separator BigRIPS are stopped in an active stopper at the end of the beam line. $\beta$ and $\gamma$ rays emitted from stopped nuclei are detected using the double-sided silicon strip detectors (DSSDs) which serves as an active stopper as well, and Clover-type Ge detectors surrounding the stopper, respectively. The 2 dimensional position is obtained by the DSSD. The BigRIPS provides a cocktail of unstable nuclei with several hundreds MeV/nucleon provided by the reaction, $^{9}$Be($^{18}$O, $^{18}$N)$^{9}$B. Target thickness was 2.62 mg/cm$^2$. The Mylar film with 10 $\mu$m thick was placed at F1 and was used as an energy degrader to purify the secondary beam. The purity of the $^{18}$N beam was 14%. Main contaminant was $^{17}$N ($T_{1/2} = 4.17$ s) and its fraction was 56%. The total production rate was restricted to less than 14 pps so as to measure the half life of $^{18}$N. Three silicon detectors were placed at F2 of CRIB. First one is $\Delta E$ counter with 75 $\mu$m thick, second is the DSSD as a stopper with 1 mm thick, and last is $\beta$ counter with 1 mm thick. The $^{18}$N was implanted in the DSSD. The DSSD has a 16×16 strips and the size is 50×50×1 mm$^3$. The energy for implantation in DSSD was 50 MeV and the implantation depth was 43 $\mu$m. The implantation position was determined from a strip which had largest signal among strips.

The signal of junction side was divided to two pre-amplifiers, while the signal of ohmic side was connected to a single pre-amplifier. The spectrum of the junction-side signal through the high-gain pre-amplifier is shown in Fig. 1. This spectrum was obtained by restricting the time of flight from RF signal of accelerator to PPAC at F2. Two distinct peaks were identified as $^{17}$N and $^{17}$O. The energy loss of $^{17}$N and $^{17}$O in the DSSD was 60.8 MeV and 43.7 MeV, respectively. The energy resolution was 11.9 % for $^{17}$N and 16.1 % for $^{17}$O in FWHM. The spectrum of the ohmic-side signal for one strip is shown in Fig. 2. The horizontal positions of $^{17}$N and $^{17}$O at F2 were different, thus only the $^{17}$N was implanted in the strip shown in Fig. 4. The resolution was 12.2 % for $^{17}$N. The resolution obtained from the single-preamplifier connected to the ohmic-side was comparable to that obtained from the high-gain preamplifier.

The energy-loss spectrum of $\beta$ ray in DSSD is shown in Fig. 3. The coincidence spectrum with the $\beta$ counter is shown as the dashed line. The $^{18}$N was implanted near the surface, therefore the $\beta$ ray emitted to the direction of the surface was not detected. On the other hand, the $\beta$ ray emitted to another surface was detected, because the passing length of beta-ray in DSSD was at least 1 mm, then the energy loss was larger than 300 keV. The energy loss of 300 keV around 400 ch and the noise less than 200 ch were clearly separated.

Other nuclei can be implanted before an implanted $^{18}$N nucleus decays, because one nucleus was implanted per 70 ms on average while the half life is 624 ms. Therefore, position correlation between the implantation and the decay...
Figure 2. Energy loss of $^{17}$N in the DSSD. The spectrum was of the ohmic-side signal. The $^{17}$N was selected by the strip of DSSD, i.e. the horizontal position.

Figure 3. Energy loss of $\beta$ ray in the first DSSD. The dashed line shows the coincidence spectrum with the second DSSD. 400 ch was about 300 keV.

events is crucial to reduce the contamination and to determine precisely the half life of selected nuclear species. The analysis was performed for the single-hit event, that is, the event where $\beta$ ray fired one strip on each side. The time spectrum of $\beta$ decay after making position correlation is shown in Fig. 4.

The half life was determined to be $560 \pm 70$ ms, which was consistent with the known value 624 ms [3]. The result shows that the decay of $^{18}$N is successfully extracted.

The efficiency of $\beta$-ray detection was 42%. The fraction of $\beta$-ray emitted to the direction of the implanted surface was 50% and the $\beta$ rays were not detected. In the analysis, the $\beta$ ray was restricted to the single-hit event, therefore the events of 8% are expected to be the multi-hit event.

In summary, we tested the DSSD with the newly developed readout system using the unstable beam of $^{18}$N at CRIB. The energy resolution of high-gain part in two pre-amplifier division was similar to the single pre-amplifier. The decay event was extracted by the position correlation between the implantation and the $\beta$ ray. The performance satisfied the requirement of the decay spectroscopy.
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1. Introduction

A polarized proton solid target for RI beam experiments has been developed at Center for Nuclear Study, University of Tokyo [1]. The protons are polarized by transferring electron population difference in photo-excited triplet states of pentacene molecule. By this method, proton polarization of about 20% has been obtained at a low magnetic field of 0.1 T and in high temperature of 100 K. Although this target has been successfully applied to RI beam experiments [2, 3], further improvement in proton polarization is desirable for future applications. To pursue possible improvement in photo-excitation power, we examined pulse-structure dependence of proton polarization rate.

2. Optical system

For the optical excitation of pentacene molecules, an Ar-ion laser (Coherent TSM25) with a wavelength range from 454.5 nm to 528.7 nm and a total maximum output power of 25 W is used. Since this laser is a continuous wave (CW) laser, we can be pulsed the light mechanically using an optical chopper (Fig. 1). The duty factor can be easily varied by shifting the overlap of two chopper blades. The frequency of laser pulse can be changed by changing the rotating speed of the optical chopper.

![Figure 1. Optical chopper blades](image)

This optical system enables us to change the duty factor from 5 to 50%, the repetition frequency from 0.75 to 7.5 kHz. The pulse width is determined by the duty factor and repetition frequency. The relation of the three parameter is expressed as

\[ D = ft, \]

where \( D \), \( f \), and \( t \) are the duty factor, the repetition frequency, and the pulse width, respectively.

3. Measurement

The measurement was carried out under following conditions. A crystal size was 14 mm in diameter and 3 mm in thickness. Protons were polarized at a temperature of 200 K and in magnetic field of about 60 mT.

![Figure 2. Timing chart during polarization.](image)

Figure 2 shows the typical timing chart of polarization process. In the first step, the laser right was irradiated the crystal. Just after the irradiation of laser light, the microwave was irradiated and the magnetic field strength was swept in order to transfer the electron polarization to the protons.

![Figure 3. The polarization rate was measured by changing a duty factor and repetition frequency.](image)

Figure 3 shows the result of measurement where the proton polarization rate is plotted as a function of the repetition frequency.
4. Theoretical model

We built a simple theoretical model of the electron population in order to estimate the polarization rate.

There are three steps in the polarization process. The first is the electron polarization, the second is the polarization transfer from electron to proton, and the third is the electron relaxation. In this model, we assume that the electron polarization transfer to proton is 100%. The electron polarization is the electron population difference between the m=0 and m=−1 states which is magnetic sub-state of triplet state of pentacene molecule. Hereafter, the m=0 and m=−1 states are denoted as m₀ and m₋₁ states, respectively.

In the first step, the electron population increases according to the build up function during laser irradiation. The build up function is given as

\[ f_{b,i}(t) = A_i \tau_i \{1 - \exp(-\frac{t}{\tau_i})\}, \quad (2) \]

where \( \tau_i \) is the life time of the triplet state, \( A \) is the population rate and \( i \) is the magnetic sub-state of triplet state. After the laser irradiation, the electron population transfers to proton and decreases according to the relaxation function. The relaxation function is given as

\[ f_{r,i}(t) = \exp(-\frac{t}{\tau_i}). \quad (3) \]

Here, the life times of the two sub-states used in the model are \( \tau_0=26 \mu \text{sec} \) and \( \tau_=83 \mu \text{sec} \) \[4\].

The solid and dotted line in Fig. 4 is time development of the electron population at m₀ state and m₋₁ state, respectively.

The proton polarization rate is derived from

\[ \frac{dP_p}{dt} \propto \rho_0 - \rho_- \], \quad (4) \]

where \( \rho_0 \) and \( \rho_- \) are electron population in m₀ and m₋₁ states. The proton polarization rate calculated by our simple model reproduces the measured data as shown in Fig. 5.

We found that the highest polarization rate can be obtained with a duty of 50% and a repetition frequency of 12 kHz.

5. Summary

To pursue possible improvement in photo-excitation power, we have examined the pulse structure dependence of proton polarization rate. The proton polarization rate was measured by changing the duty factor from 6% to 20% and the repetition frequency from 0.75 kHz to 7.5 kHz. At the duty factor of 19.6% and the repetition frequency 7.3 kHz, the polarization rate was improved by a factor of 2.5 compared with the previous works. We have found that the proton polarization rate depends strongly on the pulse structure. The pulse width dependences are reproduce with our simple model, using the life time of the triplet state is \( \tau_0=26 \mu \text{sec} \) and \( \tau_=83 \mu \text{sec} \). Based on the calculation, the best performance is expected to be achieved with a duty factor of 50% and a repetition frequency of 10 kHz. The development at these parameters is in progress.

References

Developments of Cluster Ion Source as Magnetic-Field Calibrator of Rare RI Ring


Department of Physics, University of Tsukuba

aCenter for Nuclear Study, Graduate School of Science, University of Tokyo

bRIKEN (The Institute of Physical and Chemical Research)

1. Introduction

The construction of the Rare RI Ring, i.e., isochronous storage ring, is projected in RIKEN RI Beam Factory (RIBF) [1]. The Rare RI Ring will be used to measure the mass of radioactive isotopes (RI) with a precision of $\delta m/m \sim 10^{-6}$. The precision mass measurement of RI will play an important role in investigation of the r-process. Among the r-process nuclei, $^{78}$Ni can be a good candidate of the "waiting point" due to its double-magicity. In order to achieve this precision, a magnetic field precision all over the ring must be calibrated in the same order. If it is revolving enough particles to calibrate in the ring, we will be able to calibrate the magnetic field. However, the production rate of the RI is very low, for example, one particle per day for $^{78}$Ni and only one particle is injected into the ring. In addition, it is difficult to calibrate using another particle from accelerator. Therefore, we consider an alternative method of calibration. By using an atomic cluster beam, it will be possible to calibrate the magnetic field precisely.

The magnetic rigidity $Bp$ is given by

$$Bp = \frac{(2mE_0)^{1/2}}{q}$$  

(1)

where $m$ is the mass of cluster, $E_0$ is the total energy and $q$ is the charge of cluster. If we produce large-sized cluster and accelerate it by the precision acceleration voltage with a precision of $10^{-6}$, then it can get the same rigidity as the RI which want to measure the mass. By measuring the time of flight of the cluster, we can monitor the magnetic field fluctuation of the ring. The parameters to make the same rigidity in case of the cluster $Cu_n$ and the $^{78}$Ni beam, are shown in Table 1.

The cluster ion source is able to produce the variable-sized clusters and accelerate them up to the desired energy. We have successfully achieved to produce the large-sized clusters enough to calibrate the magnetic field.

2. Experimental Setup

We have developed a magnetron-sputtering-type gas aggregation cluster ion source. This type of cluster source can generate clusters of high-melting point metal. The apparatus is divided into three parts, i.e., a magnetron sputtering part, a gas aggregation cell and Time Of Flight Mass Spectrometer (TOF-MS) part. The schematic view of the cluster ion source is shown in Figure 1.

The cluster ion source is able to produce the variable-sized clusters and accelerate them up to the desired energy. We have successfully achieved to produce the large-sized clusters enough to calibrate the magnetic field.

2. Experimental Setup

We have developed a magnetron-sputtering-type gas aggregation cluster ion source. This type of cluster source can

$\begin{array}{ccc}
m & q & E_0 \\
Cu_{n=800} & 63 \times 800 & +1 \sim 30 \text{keV} \\
^{78}\text{Ni} & 78 & +28 \ 200 \text{MeV/u} \\
\end{array}$

Table 1. The parameter for Cu$_n$ cluster and $^{78}\text{Ni}$. The cluster energy $E_0$ is variable up to about 30 keV generate clusters of high-melting point metal. The apparatus is divided into three parts, i.e., a magnetron sputtering part, a gas aggregation cell and Time Of Flight Mass Spectrometer (TOF-MS) part. The schematic view of the cluster ion source is shown in Figure 1.

In the magnetron sputtering part, ionized Ar atoms sputter the surface of the target mounted on the magnetron cathode. They produce a number of target atoms. The monomer atoms aggregate together into clusters in the gas aggregation cell, which is cooled by liquid nitrogen and is filled with Ar carrier gas. The masses of produced cluster ions are measured by TOF-MS. The distance $L$ (cell length) between the magnetron and exit slit is changed by a calibrated sliding rod attached to the vacuum chamber. Note that the mass spectrum is also controlled by adjusting the flow rate of the Ar and He gases with a mass flow controller. Generally, the gas aggregation process is performed under the vapor pressure of 0.1-2 Torr to obtain a sufficient high collision rate.

TOF mass spectrometry has become popular in the cluster science since the first report by Stephens [2]. Several electrodes of ion optics driven with two MOSFET-switchs synchronized with the start pulse from pulse generator are used to accelerate the cluster ions. The total flight length is about 20 cm. The output signal from the Micro Channel Plate (MCP) is connected to the stop input of the multi-stop Time to Digital Converter (TDC).

3. Results

Figure 2 show a TOF spectrum of Cu$_n$ cluster ions. According to the cluster growth model proposed by Smoluchowski [3], the cluster size distribution is expected to follow by a log-normal distribution. We calculated the mass of cluster from a TOF spectrum and converted a TOF spectrum to a cluster size spectrum. A cluster size spectrum fitted by log-normal distribution is shown in Figure 3. The result of
log-normal fitting reproduces the measured spectrum well. From this fitting curve, the Cu$_{n=800}$ is produced with the yield of about 0.07 s$^{-1}$. As a result, we have produced the large clusters up to the size of about eight hundreds.

![Figure 2. A TOF spectrum of Cu$_n$ cluster ions.](image)

![Figure 3. A cluster size spectrum of Cu$_n$ cluster ions fitted by log-normal distribution.](image)

4. Conclusion

We have succeeded to produce the Cu$_{n=800}$ clusters by using a magnetron-sputtering-type gas aggregation cluster ion source. We have achieved cluster the large size enough to calibrate the magnetic field of Rare RI Ring in RIKEN RIBF.
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A low-energy in-flight type RI beam separator, called CRIB, for nuclear physics and nuclear astrophysics was constructed in 1999 on the Center for Nuclear Study, the University of Tokyo [1]. In CRIB experiments, a beam intensity should be known with a reasonable accuracy. At present, a detector to count elastically scattered particles passing through center of the target is used to monitor the beam intensity. Purpose of the present work is to develop a new beam current monitor which has features superior to the previous one; Firstly, it should enable a real-time diagnosis [2]. Second, it should work without destruction of the beam itself, namely without interrupting the user’s experiment. As the beam current monitor possessing the features, we have developed a current transformer made of a magnetic alloy (MA) core [5] [6]. The dynamic range of measurable beam intensity is specified to be 0.01 to 100-eA, which corresponds to the range of actual beam intensity used in experiments and to the range of a Faraday cup, a destructive beam intensity monitor, in the AVF cyclotron beam-line. In particular, sensitivity at around several nano Ampeares is essentially important for CRIB experiments. A mechanical structure of the monitor is shown in Figure 1.

The monitor comprises a current transformer with a secondary coil. The ion current passing through center of the monitor induces a magnetic flux in the toroidal core, and then it induces a current in the secondary coil with turn number N. The transformer yields nominal signal amplitude of

\[ V_{\text{sig}} = \frac{I_{\text{beam}}}{N} Z_{\text{in}} \]

Figure 1. Cross section of the metal core monitor; 1=beam shield, 2=hoop (metal pipe supported by side wall of vacuum flange), 3=insulator (PEEK), 6=shield yoke, 8=vacuum flange (ICF114), 9=pick up core, 10=signal connector (SMA), 11= side panel.

The nominal sensitivity of 10 V/A is estimated where N, Z_{in} and I_{beam} are chosen at 5 turns, 50 \Omega and 1-nA, respectively. Z_{in} is input impedance associate with burden resistor.

A current gain G_{1} instead of I_{2}\text{nd}/I_{\text{beam}} was given by measurement of \((V_{\text{sig}}/Z_{\text{in}})/I_{\text{beam}}\). Consequently, G_{1} of 0.126 was given by using a coaxial type beam current simulator. A cut off frequency (-3dB gain) was found at 100 MHz. The dummy current is fed to a test coil through a series resistor of 49.2 \Omega. The test coil is wound around the current transformer to examine the monitor. This method gave G_{1} = 0.172 within the frequency range of 1-100 MHz. The first trial of the signal detection was made successfully by using a low energy beam line composed of an ion source, magnetic analyzer, triplet Q magnets and RF buncher [8]. After the success of the beam test, the monitor was installed in the CRIB beam line. A flight pass length between an exit of AVF and target position of the primary beam, called F_{0}, is designed at 18.098m. The intensity of primary beam can be measured with the Faraday cup at 45 cm up stream of F_{0}. The monitor is installed at 1-m upstream of F_{0}. Preamplifier for the monitor is located near the metal box. A double shielded 50 \Omega coaxial cable with a length of \sim 60 m was installed to conduct the beam signal between the experimental room, called E7, and a counting room, called J1. Particular care was paid to isolate the cable from the high power AC line. Pierced ferrite cores to reduce a common mode noise are loaded on a small-sized coaxial cable adapted to extend the double shielded coaxial cable. In the following, we call the new current monitor as the E7 core monitor.

A first measurement with the E7 core monitor was performed with a primary beam currents of \(^{40}\text{Ar}^{+}\). The current gain of the monitor was calibrated by passing \(^{40}\text{Ar}^{7+}\) with kinetic energy of 3.6 MeV/u. Accelerating frequencies were set to 11.72 MHz.

Figure 2 shows time domain signal measured by E7 core monitor. A peak current I_{\text{beam}} passes through the monitor is estimated as

\[ I_{\text{beam}} = \frac{V_{\text{oscillo}}}{(Z_{\text{in}}G_{\text{amp}}G_{\text{core}})} \]

where G_{\text{amp}} the preamplifier gain, G_{\text{core}} the coupling gain of the monitor.

Substituting the parameters, \(V_{\text{oscillo}} = 3 \text{ mV}, Z_{\text{in}} = 50 \Omega, G_{\text{amp}} = 101.4, \text{ and } G_{\text{core}} \equiv G_{1} = 0.126\) to the above equation gives \(I_{\text{beam}} = 18.8-\text{e}\mu\text{A}\). Measured pulse width \(T\) and repetition time \(T_{r}\) were 4 ns (FWHM) and 85.3 ns (=1/11.72MHz), respectively. The difference of estimated \(T\) of 2 ns and measured 4 ns is due to integration time constant of the monitor. So, equation \((\tau/T)_{\text{beam}}\) gives averaged beam current \(I_{\text{av}} = I_{\text{beam}}(\tau/T) = 0.88-\text{e}\mu\text{A}\). The beam current \(I_{w}\) was compared with the Faraday cup current \(I_{dc} = 820-\text{e}\mu\text{A}\). Uncertainty of the measured current \(I_{w}\) and the \(I_{dc}\) is evaluated as \(\epsilon = (I_{av} - I_{dc})/I_{dc}\) and is found to be \(\epsilon = 0.073\).
difficult. The toroidal core which bears a part of $Pr$ Practically, development of the large $GB$ $(from Gf)$ is required because an ideal bandwidth, $B$ where $Gf$ equivalent signal waveform, $m$ frequency dependence. The current transformer which built $core$ has an impedance permeability which shows a large field. A current transformer which built in Mn-Zn ferrite angular, high saturation field density and a small remnant former. The typical magnetic properties are $B-H$ curve rectangle of the pick up coil large. The MA core has an impedance permeability which makes the inductance of the pick up coil large. The MA core called FINEMET [7] is candidate of the toroidal core of the monitor. The FINEMET have varieties of mechanical sizes and ferromagnetic properties for the current transformer. The typical magnetic properties are B-H curve rectangular, high saturation field density and a small remnant field. A current transformer which built in Mn-Zn ferrite core has an impedance permeability which shows a large frequency dependence. The current transformer which built in the FINEMET core provides the constant impedance permeability compared with the ferrite loaded current transformer.

A noise reduction of the detected signal is very important in this system. An electromagnetic shielding of the pick-up core, cabling, and a selection of ground point are important issues to suppress the noise from the AVF cyclotron. The E7 beam line is electrically isolated from AVF cyclotron by the insulated vacuum flange. The noises originating from AVF was numerically eliminated by using a LIA (RF lock-in amplifier; model SR844, Stanford Research Systems). The measurement of the AVF beam intensities was made successfully with the current sensitivity of 10-enA. This performance was confirmed by using not only the spectrum analyzer but also the LIA to detect the Fourier components of a series of bunched beam. In order to evaluate the beam intensity precisely, width of a band pass filter used in the spectrum analyzer is chosen so as to correspond to the bandwidth of beam signal, because $\Delta\omega/\omega$ is proportional to $\Delta p/p$ of the AVF cyclotron beam.

The dynamic range of measurable beam intensity from 0.01 to 1-\(\text{e}\mu\)A was confirmed by the on-line test at the AVF beam line. The measurable beam intensity up to 100-e\(\mu\)A was confirmed by off-line test. This equipment is helpful not only to the CRIB experiments but to the AVF beam handling because it is capable of wide range beams intensity measurement.
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Theoretical Nuclear Physics
We report a continuation of the investigation on thermal properties of low-density neutron matter by a lattice calculation with pionless \(NN\) effective field theory (EFT), which was previously reported in the CNS Annual Report 2007 [10]. Here, we focus on a \(1S_0\) pairing gap at \(T \approx 0\), \(\Delta\), as it is one of our main results from the investigation. We show our \(\Delta\) in the thermodynamic and continuum limits, and compare with other \(\Delta\)'s by various many-body and quantum Monte Carlo calculations. The full account of our investigation has been published [2, 3, 9].

Even though the investigations over many years provided much understanding of \(\Delta\), the reliable quantitative information has not been fully available [3]. For example, \(\Delta\) had been firmly established in the \(BCS\) approximation, as evident in the fact that various conventional \(NN\) potentials have provided nearly the same \(\Delta_{\text{BCS}}\) as a function of density [6]. Many-body calculations beyond the \(BCS\) approximation, however, have yielded \(\Delta\) of various magnitudes, generally smaller than \(\Delta_{\text{BCS}}\). Quantum Monte Carlo calculations have also been used on the \(\Delta\) determination. The Green’s function Monte Carlo (GFMC) method has yielded \(\Delta\) smaller than \(\Delta_{\text{BCS}}\) [7] but not as small as those obtained by some of the many-body calculations beyond the \(BCS\) approximation. Another method closely related to GFMC, the auxiliary field diffusion Monte Carlo (AFDMC) method has given \(\Delta\) quite close to \(\Delta_{\text{BCS}}\) [8, 9]. Our motivation is to determine \(\Delta\) by a quantum Monte Carlo lattice calculation with \(NN\) EFT, which is motivated by the work of Ref. [10] and has been now started to applied to a few- and many-body systems [11] and also to the nuclear structure problems [12, 13, 14, 15].

In this report, we present \(\Delta\) by our determinantal quantum Monte Carlo calculation on the three-dimensional cubic lattice. Our calculation may be viewed, in a sense, as a nonrelativistic hadronic version of lattice QCD calculations, but it involves different aspects such as those associated with the large numbers of fermions on the lattice [11]. We also use a new ingredient, the \(NN\) interaction based on pionless \(NN\) EFT [15], in place of the conventional \(NN\) potentials. Our objective is twofold: (1) to apply the \(NN\) EFT interaction to the many-nucleon system of neutron matter by properly applying EFT counting rules, and (2) to determine reliably \(\Delta\) by the \(a\)-\textit{initio} calculation. In the first attempt for achieving this objective, we have chosen a pionless \(NN\) EFT potential up to the next-to-leading order (NLO) [15]. The major consequence of this choice is that application of our calculation is limited to the low-density region (\(k_F \lesssim 0.6\) fm\(^{-1}\)).

Table I lists our \(\Delta\) in the thermodynamic and continuum limits. The table includes the ratio of \(\Delta\) to \(\Delta_{\text{BCS}}\). Here, the \(\Delta_{\text{BCS}}\)'s are taken from those tabulated in Ref. [16] as the representative \(\text{BCS}\) values, due to only quite small differences among the \(\Delta_{\text{BCS}}\)'s calculated by various conventional \(NN\) potentials [6]. As seen in Table I, our calculation yields \(\Delta\) to be approximately 30% less than the \(\text{BCS}\) values.

**Table 1.** Our \(\Delta\) in the thermodynamic and continuum limits, and the ratio to the \(\Delta_{\text{BCS}}\). Uncertainties are statistical only.

<table>
<thead>
<tr>
<th>(k_F) (MeV)</th>
<th>(\rho (\rho_0))</th>
<th>(\Delta) (MeV)</th>
<th>(\Delta/\Delta_{\text{BCS}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>(9 \times 10^{-3})</td>
<td>0.021(1)</td>
<td>0.69(3)</td>
</tr>
<tr>
<td>30</td>
<td>(7 \times 10^{-4})</td>
<td>0.13(1)</td>
<td>0.67(4)</td>
</tr>
<tr>
<td>60</td>
<td>(6 \times 10^{-3})</td>
<td>0.49(3)</td>
<td>0.56(5)</td>
</tr>
<tr>
<td>90</td>
<td>(2 \times 10^{-2})</td>
<td>1.10(7)</td>
<td>0.68(4)</td>
</tr>
<tr>
<td>120</td>
<td>(5 \times 10^{-2})</td>
<td>1.7(1)</td>
<td>0.74(4)</td>
</tr>
</tbody>
</table>

**Figure 1** illustrates the density dependence of various \(\Delta\)'s reported in the literature. \(\Delta\)'s in the figure consist of those obtained by three types of calculations: (1) \(BCS\) (solid curve), (2) \(BCS\) or similar approximations, with higher order effects (dotted and dashed curves), and (3) quantum Monte Carlo (symbols with error bars).
by Schulze et al. [19] (R2), and by Cao et al. [13] (R3). Calculations using correlated-basis functions are by Chen et al. [20] (C1) and by Fabrocini et al. [8] (C2). A calculation based on a renormalization group approach is by Schwenk et al. [21] (RG). The curves for these $\Delta$'s are taken from similar figures in the recent literature: Figs. 1 and 2 of Ref. [8] and Fig. 4 of Ref. [11].

(3) Two types of quantum Monte Carlo calculations have been reported based on the GFMC [7] and AFDMC [8,9] methods. They are applied for a fixed number of neutrons using the conventional $NN$ potentials, while our work is based on a grand canonical ensemble formulation (for fixed chemical potentials) using the pionless EFT $NN$ potentials up to the NLO. Figure 4 shows the most recent results of the GFMC [7] (open squares), the AFDMC [9] (open circles), and ours (solid diamonds).

In the figure, we see that all quantum Monte Carlo calculations are, overall, close to the $\Delta_{\text{BCS}}$. The AFDMC $\Delta$ is quite close to the $\Delta_{\text{BCS}}$ in the density region examined in this work, while the GFMC $\Delta$ is smaller than the $\Delta_{\text{BCS}}$ and is similar to our $\Delta$. It is difficult to assess the three quantum Monte Carlo calculations by comparing them because the intermediate steps of the calculations are all different. Here, however, we point out a possible issue closely tied to their basic formulations and setups: stemming from the neutron numbers being fixed, the GFMC and AFDMC $\Delta$'s are calculated using the odd-even staggering of the energy per neutron, while our $\Delta$'s are calculated directly from the correlation function. By physical arguments, the two ways of calculating $\Delta$ are expected to be the same for a large number of neutrons, but we are not aware of a rigorous proof for this expectation. While it might be caused by the different ways the nuclear potentials are applied in the two methods, this expectation is puzzling to us.

In conclusion, we have reported a reliable calculation of the $^{1}S_{0}$ pairing gap at $T \approx 0$, $\Delta$, of low-density neutron matter, using the determinantal quantum Monte Carlo lattice method with the pionless EFT $NN$ potential up to the next-to-leading order. $\Delta$ was determined directly from the correlation function for the density of $(10^{-4} - 10^{-1})\rho_0$. The thermodynamic limit was taken, and the continuum limit was examined in the determination. The $\Delta$ was found to be approximately 30% less than the BCS value.

We thank U. van Kolck for his continuing support for our project by clarifying various aspects and issues on EFT, especially those associated with the power counting rules and regularization procedure. We acknowledge H.-M. Müller for allowing our use and modification of his code, D. Lee for his useful comments after reading the initial version of the manuscript, and K.-F. Liu and T. Onogi for their instructive comments on our lattice calculations. The calculations were carried out on Seaborg, Bassi, and Franklin at the National Energy Research Scientific Computing Center, which is supported by the Office of Science of the U.S. Department of Energy under Contract No. DE-AC03-76SF00098, and at Titech Grid and TSUBAME, Tokyo Institute of Technology. The major part of this work was carried out at Kelllog Radiation Laboratory, Caltech. We thank R. McKeown for his generous hospitality over the years. A part of this work was also performed at the Yukawa Institute for Theoretical Physics (YITP), Kyoto University. R. S. is grateful for the warm hospitality received at the YITP. T. A. acknowledges the support by the JSPS core-to-core project, International Research Network on Exotic Femto Systems (EFES) and the Grant-in-Aid for Scientific Research on Innovative Areas. This work is supported by the U.S. Department of Energy under Grant No. DE-FG02-87ER40347 at CSUN.
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The 7th CNS-EFES International Summer School (CNS-EFES08) was organized jointly by the Center for Nuclear Study (CNS), the University of Tokyo, and the Japan Society for the Promotion of Science (JSPS) Core-to-Core Program "International Research Network for Exotic Femto Systems (EFES)", in the period of August 26–September 1, 2008. The summer school was held at the Nishina hall in the Wako campus of RIKEN and at the Koshiba hall in the Hongo campus, the University of Tokyo.

This summer school was the seventh one in the series which aimed at providing graduate students and post docs with basic knowledge and perspectives of nuclear physics. It consisted of lectures by leading scientists in the fields of both experimental and theoretical nuclear physics. Each lecture started with an introductory talk from the fundamental point of view and ended with up-to-date topics in the relevant field.

The list of lecturers and the title of lectures are shown below.

P. Van Isacker (GANIL, France)
“Dynamical Symmetries in Nuclei”
U.-G. Meissner (Bonn, Germany)
“Nuclear Force and Chiral Effective Field Theory”
T. Nakamura (Tokyo Institute of Technology)
“Invariant Mass Spectroscopy of Neutron Halo Nuclei”
T. Nakatsukasa (RIKEN Nishina Center)
“Time-Dependent-Density-Functional Theory”
A. Ohnishi (Yukawa Institute of Theoretical Physics)
“Nuclear Matter Equation of State”
T. Otsuka (The University of Tokyo)
“Structure of Exotic Nuclei”
A. Richter (Darmstadt, Germany)
“Collective Excitations and Superfluidity in Nuclei”
“Fine Structure of Pygmy and Giant Resonances, Scales and Level Densities”
“Nuclear Structure in Astrophysics”
“Quantum Chaos in Billiards and Nuclei”
J. P. Schiffer (Argonne National Laboratory, USA)
“Nuclear Reactions for Nuclear Structure”
M. Wakasugi (RIKEN Nishina Center)
“SCRIT -New Technique for Electron-RI Collision”

This year, 9 lecturers and 115 participants attended from fourteen countries. Four lectures and twenty-eight participants were from foreign institutes, and ten participants were foreign researchers belonging to domestic institutes. Attendances communicated each other in the free discussion time between the lectures and in the welcome and farewell parties with a relaxed atmosphere.

Five lectures on Aug. 28 were held at the Koshiba hall in the Hongo campus and were broadcasted via Internet for the first time. There were constantly 20-25 audiences from all over the world, and 686 connections were eventually made in total.

The Student and Post Doc sessions were also held in the school. Twenty talks and twenty-seven posters were presented by graduate students and post docs.

All information concerning the summer school is open for access at the following URL:
http://www.cns.s.u-tokyo.ac.jp/summerschool/cns-efes08

This summer school was supported in part by the Global COE Program and the International Exchange Program of the Graduate School of Science, the University of Tokyo. The financial supports from the two programs were indispensable to successfully organize this summer school. The organizers deeply appreciate various accommodations provided by RIKEN Nishina center for the school. They are also grateful to administration staffs of the CNS and the Graduate School of Science for their helpful supports. They thank graduate students and post docs in the CNS for their dedicated efforts. Finally, the organizers acknowledge all the lecturers and participants for their contributions to this summer school.
Nuclear scattering experiments were performed as a laboratory exercise for undergraduate students of the University of Tokyo. This program was aiming at providing undergraduate students with an opportunity to learn how to study subatomic physics by using an ion beam from an accelerator. In 2008, 32 students joined this program.

The four beam times were scheduled in the second semester for third-year students, and 8 students participated in each beam time. The experiment was performed at the RIKEN accelerator research facility (RARF) using a 26-MeV alpha beam accelerated by the AVF cyclotron. The alpha beam extracted from the AVF cyclotron was transported to the CRIB beam line in the E7 experimental hall. In each beam time, the students were divided into two groups and took one of the following two subjects:

1. Measurement of elastic scattering of $\alpha$ particles from $^{197}$Au.

2. Measurement of gamma rays emitted in the cascade decay of the rotational bands in $^{154}$Gd and $^{184}$Os.

Before the experiment, the students learned the basic handling of the semiconductor detectors and electronic circuits at the Hongo campus, and attended a radiation safety lecture at RIKEN. They also joined a tour to the RI beam factory at RIKEN.

In the $\alpha + ^{197}$Au measurement, $\alpha$ particles scattered from the Au target with a thickness of 1.42 mg/cm$^2$ were detected by a silicon PIN-diode located 11 cm away from the target. A collimator with a diameter of 6 mm was attached on the silicon detector. The energy spectrum of the scattered $\alpha$ particles was recorded by a multi-channel analyzer (MCA) system. The beam was stopped by a Faraday cup in the scattering chamber. The cross section for the alpha elastic scattering was measured in the angular range of $q_{\text{lab}} = 25–150^\circ$. The measured cross section was compared with the calculated cross section for the Rutherford scattering as shown in Fig. 1. The cross section was also analyzed by the potential-model calculation, and the radius of the gold nucleus was discussed. Some students obtained the radius of $\sim 10$ fm by using a classical model where the trajectory of the $\alpha$ particle in the nuclear potential is obtained by the Runge-Kutta method. Others tried to understand the scattering process by calculating the angular distribution by the distorted wave Born approximation with a Coulomb wave function and a realistic nuclear potential.

In the measurement of the rotational bands, excited states in $^{154}$Gd and $^{184}$Os nuclei were populated by the $^{152}$Sm($\alpha$, 2$n$) and $^{182}$W($\alpha$, 2$n$) reactions, respectively. The gamma rays emitted from the cascade decay of the rotational bands were measured by a high purity germanium detector located 50 cm away from the target. The energies of the gamma rays were recorded by the MCA system. The gain and the efficiency of the detector system had been calibrated with standard gamma-ray sources of $^{22}$Na, $^{60}$Co, $^{133}$Ba, and $^{137}$Cs. The typical spectra of the gamma rays from the cascade decay of the rotational bands in $^{154}$Gd and $^{184}$Os are shown in Fig. 2. The gamma rays from the $12^+ \to 10^+$ and $10^+ \to 8^+$ decay in $^{154}$Gd and $^{184}$Os were successfully identified. Based on the energies of the gamma rays, the moment of inertia and the deformation parameters of the excited states were discussed by using a classical rigid rotor model and an irrotational fluid model. The students found that the reality lies between the two extreme models. The initial population among the levels in the rotational band was also discussed by taking the effect of the internal conversion into account.

![Figure 1](https://example.com/figure1.png)

**Figure 1.** Ratio of the measured cross section for the $\alpha + ^{197}$Au elastic scattering to the Rutherford scattering cross sections. The solid line shows a result from an optical-model analysis by a student.
We believe this program was very impressive for the students. It was the first time for most of the students to use large experimental equipments. They learned basic things about the experimental nuclear physics and how to extract physics from the data.

The authors would like to thank Dr. Y. Uwamino, Prof. Y. Sakurai, the CNS accelerator group, and the RARF cyclotron crew for their helpful effort in the present program.

Figure 2. Typical spectra of the gamma rays from $\alpha + ^{152}\text{Sm}$ and $^{182}\text{W}$ reactions.
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A. Symposium

1. The CNS-RIKEN Joint International Symposium on “Frontier of gamma-ray spectroscopy and Perspectives for Nuclear Structure Studies” (gamma08) 
Apr. 3 – 5 2008, Wako campus of RIKEN, Japan.

Recent progress and future perspectives of gamma-ray spectroscopy and recent development of advanced gamma-ray detectors were discussed.

The organizers were, E. Ideguchi (CNS), N. Aoi (RIKEN), S. Michimasa (CNS), H. Scheit (RIKEN), A. Oda-hara (Osaka), T. Koike (Tohoku), T. Ishii (JAEA), T. Nakatsukasa (RIKEN), S. Shimoura (CNS), T. Motobayashi (RIKEN), T. Otsuka (CNS/Tokyo).

The symposium was hosted by CNS University of Tokyo and RIKEN.


The year 2008 was the 150th anniversary year of Japan-France relationship, and the present symposium was regarded as a part of the 150th anniversary project of the Ministry of Foreign Affairs of Japan. About 100 participants discussed the new paradigms in nuclear physics. EFES was one of the co-hosts. The workshop was organized by Hiroshi Toki (RCNP: Co-chair), Sydney Gales (GANIL: Co-chair), Mamoru Fujiwara (RCNP: scientific secretary), David Boilley (GANIL: scientific secretary), Kouichi Hagino (Tohoku: scientific secretary), Marcella Grasso (IPN Orsay: scientific secretary), Toru Motobayashi (RIKEN), Nguyen Van Giai (IPN Orsay), Takaharu Otsuka (Tokyo), Valerie Frois (IPN Orsay: Symposium secretary), Hiroaki Utsunomiya (Konan), Christine Lemaitre (GANIL: Symposium secretary).

3. The ICHOR-EFES International Symposium on “New Facet of Spin-Isospin Responses”


At RIKEN the Radio-Isotope Beam Factory (RIBF) has started working. The University of Tokyo has taken an initiative to construct the magnetic spectrometer called ‘SHARAQ’ dedicated to the high energy-resolution measurements in the experimental hall of RIBF under the Isospin-spin responses in Charge-exchange exOthermic Reactions (ICHOR) program. Commissioning of SHARAQ was planned to start at March 2009. Thus this was a good opportunity to discuss physics which will be opened up by SHARAQ, placing particular emphasis on the spin-isospin responses. The symposium was organized by H. Sakai (UT) Chair, H. Sakurai (RIKEN), T. Otsuka (CNS,UT), S. Shimoura (CNS,UT, Secretary), R. G. T. Zegers (NSCL), and K. Langanke (GSI), and was hosted by RIKEN, ICHOR program, EFES, RIKEN, and CNS University of Tokyo.


The aim of this symposium was to discuss the recent studies in nuclear and hadron physics and future projects. The topics of this symposium were Nuclear structure (shell structure, nuclear mass, symmetry energy, hyper nuclei), Nuclear dynamics (Superheavy element, nuclear fusion, direct reaction, nuclear fission), Innovative instrumentation and future facilities (RNB-development, detectors and electronics, J-PARC, RIBF, TRIAC, SPES), and Applications of nuclear physics (life science, material science, nuclear energy). EFES was one of the co-hosts. The workshop was organized by H. Ikezoe (JAEA, Chair), T. Kajino (NAOJ/Tokyo), H. Miyatake (KEK, Scientific secretary), T. Motobayashi (RIKEN, Vice Chair), T. Nakatsukasa (RIKEN), T. Otsuka (Tokyo/CNS/RIKEN), A. Bracco (Milano), G. Fortuna (INFN Headquarters), M. Lattuada (LNS), C. Signorini (Padova), A. Vitturi (Padova).
B. Workshop

1. Hokudai-TORIJIN JUSTIPEN-EFES workshop “Perspective in Resonances and Continua on nuclei” & “JUSTIPEN-EFES-Hokkaido-UNEDF meeting”
   The workshop was under the activities of JUSTIPEN and EFES. JUSTIPEN is the DOE project in USA to send nuclear physicists to Japan to promote the nuclear theory collaborations. This time 20 scientists have visited Japan from USA and discussed with 50 Japanese participants. The main focus was on resonance behavior of unstable nuclei, large scale calculation etc. “Hokudai-EFES-TORIJIN-JUSTIPEN meeting on Resonances and Continua” was organized by K. Kato (Hokkaido), M. Kimura (Hokkaido), T. Otsuka (Tokyo), N. Itagaki (Tokyo), S. Shimoura (CNS, Tokyo), T. Motobayashi (RIKEN), T. Nakatsukasa (RIKEN), and “JUSTIPEN-EFES-Hokudai-UNEDF meeting” was organized by B. Balantekin (Wisconsin), B. Barrett (Arizona), W. Nazarewicz (Oak Ridge), J. Vary (Iowa), N. Itagaki (Tokyo), T. Otsuka (Tokyo), K. Kato (Hokkaido), M. Kimura (Hokkaido).

2. The Joint ANL-EFES Workshop for a Compton-Suppressed Ge Clover Array for Stopped and Energy Degraded Exotic Beams
   Dec. 4 – 5, 2008, Argonne National Laboratory, USA.
   The workshop was hosted by Argonne National Lab., USA, EFES, and Argonne National Lab.

3. First EMMI-EFES workshop on neutron-rich exotic nuclei “Realistic effective nuclear forces for neutron-rich nuclei”
   Feb. 9 – 11 2009, GSI Darmstadt, Germany.
   The workshop focused on the transformation of realistic forces to realistic effective forces that retain the phase-shifts and deuteron properties (“realistic”) but are adapted (“effective”) to low-momentum many-body Hilbert spaces that cannot represent short-range correlations. About 50 people have participated (15 from Japan). The workshop was organized by H. Feldmeier (GSI) and T. Otsuka (Tokyo).

4. The Workshop on “Competition of hydrogen burning with vp-process and r-process in explosive nucleosynthesis”
   43 persons were attended. High-temperature hydrogen burning, in relation with recent hot topics such as vp-process in supernovae, p-nuclei and metal-poor stars were extensively discussed from experimental and theoretical points of view.
   The organizers were, S. Kubono (CNS), T. Kajino (NAO), S. Nishimura (RIKEN), H. Yamaguchi (CNS), T. Yoshida (NAO), T. Teranishi (Kyushu), N. Iwasa (Tohoku), S. Wanajo (Tokyo), K. Maeda (Tokyo), H. Ishiyama (KEK) and K. Yoneda (RIKEN).
   The workshop was financially supported by CNS, RIKEN and JSPS.

5. The 3rd LACM-EFES-JUSTIPEN workshop
   Feb. 23 – 25 2008, Oak Ridge National Laboratory, USA.
   The purpose of the meeting was to bring together scientists (theorists and experimentalists) with interests in physics of radioactive nuclei, large amplitude collective motion, and theoretical approaches related to the SciDAC-2 UN-EDF project. As in the preceding Joint JUSTIPEN-LACM Meetings (2007, 2008), one emphasis of the meeting was on topics related to future collaborations between US and Japanese groups (under JUSTIPEN). About 70 scientists (20 were from Japan) have participated. This workshop was organized by Takaharu Otsuka (Tokyo), Takashi Nakatsukasa (RIKEN), Susumu Shimoura (CNS, Tokyo), David Dean (Oak Ridge), Witek Nazarewicz (Oak Ridge), Thomas Papenbrock (Oak Ridge, Lead Organizer) Nicolas Schunck (Oak Ridge).

6. Fist LIA-EFES workshop “Low-energy collective motion of exotic nuclei”
   Mar. 2 – 4 2009, GANIL, Cean, France.
   There were 30 participants and the workshop was organized in order to conduct informal discussions. The aim of the workshop was to discuss possible developments of various models and theories on the structure of heavier exotic nuclei, which will become a frontier of the next generation of radioactive-ion beams. The workshop was organized by Takaharu Otsuka (Tokyo), Nori Aoi (RIKEN), Navin Alahari (GANIL), Piet Van Isacker (GANIL).
C. CNS Seminar

1. “Status of the SPIRAL2 Project at GANIL”,

2. “Lattice Calculation of Thermal properties of Low-Density Neutron Matter with NN Effective Field Theory”,

3. “Alpha-particle condensation in nuclei”,
   P. Schuck (Orsay) Oct. 8th, 2008.

4. “Direct measurement of the astrophysical nuclear reaction rate with radioactive nuclear beams”,
   T. Hashimoto (CNS, University of Tokyo) Oct. 28th, 2008.


6. “Some Results and Progress in Nuclear Astrophysics Research”,

D. Program Advisory Committee for Nuclear-Physics Experiments at RI Beam Factory

1. The 4th NP-PAC meeting
   Date: November 20–21, 2008
   Place: Conference room, 2F RIBF building

   Four experimental proposals for CRIB were examined in the 4th NP-PAC meeting.
CNS Reports

#78 “Low-lying Proton Intruder State in $^{13}$B”,

#81 “Low-lying non-normal parity states in $^8$B measured by proton elastic scattering on $^7$Be”,
Publication List

A. Original Papers


B. Proceedings


C. Theses


4. Y.K. Kwon: “Study of Astrophysically Important Resonant States in $^{28}$Si by the $^{28}$Si$(^4$He,$^6$He) Reaction”, Doctor thesis of Chung Ang University, Korea, (2007).


7. S. Ota: “Low-lying proton intruder state in $^{13}$B via $^4$He($^{12}$Be,$^{13}$B$^*$) reaction”, Doctor Thesis, Kyoto University, March (2009).


D. Other Publications


Talks and Presentations

A. Conferences


2. T. Abe, R. Seki (Poster): “Lattice calculation of thermal properties of low-density neutron matter with pionless effective field theory”, RIKEN Nishina Center Workshop on Perspectives in Nuclear Physics, November 26–27, Nishina Center, RIKEN, Japan.


8. Y. Aramaki, for the PHENIX Collaboration (Oral): “Reaction plane dependence of neutral pion production in center-of-mass energy of 200 GeV Au+Au collisions at RHIC-PHENIX”, The International Conference on Particles And Nuclei (PANIC08), November 9–14, Eilat, Israel.

9. Y. Aramaki, for the PHENIX Collaboration (Oral): “Electromagnetic Particle Production at PHENIX”, RENCONTRES DE MORIOND, March 7–14, La Thuile, Italy.

10. Y. Aramaki, for the PHENIX Collaboration (Poster): “Neutral pion production with respect to reaction plane at $\sqrt{s_{NN}} = 200$ GeV Au+Au collisions at RHIC-PHENIX”, The 21th International Conference on Ultra-Relativistic Nucleus-Nucleus Collisions (Quark Matter 2008), March 29–Apr.4, Knoxville, Tennessee, USA.


15. H. Hamagaki (Oral): “Charmonium and Heavy Quarks – experimental overview –”, 10th Tamura Symposium on Heavy Ion Physics, November 20–22, 2008, University of Texas, Austin, USA.

17. H. Hamagaki (Oral): “A Forward Electromagnetic Calorimeter (F-CAL) for the ALICE Experiment”, The workshop on Photons and Jets with ALICE, December 4–6, 2008, Central China Normal University, Wuhan, China.

18. S. Hayakawa (Oral): “Breakout from the \(pp\)-chain region through an alternative path \(^{11}\text{C}(\alpha,p)^{14}\text{N}\)”, Hidrogen burning and competition between the \(\nu\)-process and the \(r\)-process in explosive nucleosyntheses, February 19–20, 2009, Nishina Hall, RIKEN, Wako, Japan.


22. E. Ideguchi: “Study of High-Spin States by Using Degraded RI Beam at RIBF”, Joint ANL-EFES Workshop for a Compton-Suppressed Ge Clover Array for Stopped and Energy Degraded Exotic Beams at RIKEN, December 4–5, ANL, Argonne, IL, USA.


A. Saito (Oral): “Alpha+He cluster states in $^{12}$Be via $\alpha$-inelastic scattering”, Frontier in Unstable Nuclear Physics, July 18–19, 2008, Hokkaido University, Sapporo, Japan.


47. S. Shimoura: “Digital electronics for GRAPE”, Joint ANL-EFES Workshop for a Compton-Suppressed Ge Clover Array for Stopped and Energy Degraded Exotic Beams at RIKEN, December 4–5, ANL, Argonne, IL, USA.


B. JPS Meetings

1. Y. Aramaki, for the PHENIX Collaboration (Oral): “Measurement of neutral pion production at $\sqrt{s_{NN}}=200$ GeV Au+Au collisions at RHIC-PHENIX”, JPS Autumn Meeting, September 20–23, Yamagata University, Yamagata, Japan.

2. T. Gunji, for the ALICE Collaboration: “ALICE Performance for the Measurement of Heavy Quarkonia via dielectron decays”, JPS Autumn Meeting, September 20–23, Yamagata University, Yamagata, Japan


6. A. Takahara, for the ALICE collaboration: “Momentum dependence of the electron identification capability of the ALICE-TRD”, JPS Autumn Meeting, September 20–23, Yamagata University, Yamagata, Japan

C. Lectures

2. T. Uesaka: “Spin Physics at RI Beam Factory”, Colloquium at the Cyclotron Institute, November 25, 2008, Texas A & M University, Argonne, IL, USA.

D. Seminars

2. H. Hamagaki: “Electro-Magnetic Measurements at RHIC PHENIX”, Colloquium at the Cyclotron Institute, November 25, 2008, Texas A & M University, College Station, USA.
4. S. Shimoura: “Structure of light exotic nuclei via $\alpha$-induced direct reaction”, February 13, 2009, RCNP, Osaka University, Osaka, Japan.
5. S. Shimoura: “In-beam spectroscopy of exotic nuclei via direct reactions of RI beams”, February 27, 2009, LBNL, Berkeley, USA.
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