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Preface

This is the annual report of the Center for Nuclear Study (CNS), Graduate School of Science, the
University of Tokyo, for the fiscal year 2021 (April 2021 through March 2022). During this period, a
lot of research activities in various fields of nuclear physics have been carried out and a wide variety of
fruitful results have been obtained at CNS. This report summarizes such research activities. I hereby
mention some highlights of the report.

The Center for Nuclear Study (CNS) aims to elucidate the nature of nuclear system by producing the
characteristic states where the Isospin, Spin and Quark degrees of freedom play central roles. These
researches in CNS lead to the understanding of the matter based on common natures of many-body
systems in various phases. We also aim at elucidating the explosion phenomena and the evolution
of the universe by the direct measurements simulating nuclear reactions in the universe. In order to
advance the nuclear science with heavy-ion reactions, we develop AVF upgrade, CRIB and SHARAQ
facilities in the large-scale accelerators laboratories RIBF. The OEDO facility has been developed as
an upgrade of the SHARAQ, where a RF deflector system has been introduced to obtain a good quality
of low-energy beam. A new project for fundamental symmetry using heavy RIs has been starting to
install new experimental devices in the RIBF. We promote collaboration programs at RIBF as well
as RHIC-PHENIX and ALICE-LHC with scientists in the world, and host international meetings and
conferences. We also provide educational opportunities to young scientists in the heavy-ion science
through the graduate course as a member of the department of physics in the University of Tokyo and
through hosting the international summer school.

The NUSPEQ (NUclear SPectroscopy for Extreme Quantum system) and Low Energy Nuclear Re-
action group study exotic structures in high-isospin and/or high-spin states in nuclei. The groups play
a major role in the OEDO/SHARAQ project described below. In 2021, analysis of a new measurement
of the 4He(8He, 8Be)4n reaction for better statistics and better accuracy has been proceeding. A recoil
particle detector for missing mass spectroscopy, named TiNA, at OEDO had been upgraded under the
collaboration with RIKEN and RCNP. The original TiNA consisted of 6 sector telescopes and 12 CsI
(Tl) crystals. Four TTT-type (1024 channels) doubly-sided silicon detectors and twenty-two CsI(Tl)
were added to make a TiNA2 array. The production cross sections of 178m2Hf were evaluated for
the mass production in the future with a new and simple chemical separation method. The inelastic
decays from the isobaric analog resonances of 97Zr were studied for the single particle wave functions
coupled to the second 0+ state in 96Zr. The nature of the different shape of the second 0+ state from
the ground state was revealed. The systematic studies of neutron-rich Zr isotopes are planned. The
CNS GRAPE (Gamma-Ray detector Array with Position and Energy sensitivity) is also a major ap-
paratus for high-resolution in-beam gamma-ray spectroscopy. The digital signal processing devices
for the GRAPE are under development.

The main activity of the nuclear astrophysics group is to study astrophysical reactions and special
nuclear structure, such as clusters, using the low-energy RI beam separator CRIB. In 2021, two ma-
jor experimental projects at CRIB were completed and final publications were made; One was on
the study of the 7Be destruction process in the Big-bang nucleosynthesis, to solve the cosmological
7Li abundance problem. The other is on the precise determination of the 22Mg(α , p) astrophysical
reaction, relevant in X-ray bursts. In January 2022, we performed the first physics experiment at
CRIB after the pandemic, which was to simultaneously study the 26Si(α ,α) scattering and the (α , p)
reaction, relevant to the astrophysics.

Main goal of the quark physics group is to understand the properties of hot and dense nuclear
matter created by colliding heavy nuclei at relativistic energies. The group has been involved in
the ALICE experiment at Large Hadron Collider (LHC) at CERN. The group has led the global
commissioning of the ALICE upgrades in 2021. The group has involved in the data analyses, which
include the measurement of low-mass lepton pairs in Pb-Pb collisions, the measurement of long range



two particle correlations in p-Pb collisions, searches for thermal photons in high multiplicity pp and
p-Pb collisions. The group has involved in the ALICE-TPC upgrade using a Gas Electron Multiplier
(GEM), where the group is very active in the development and benchmarking of the online space-
charge distortion corrections using machine learning techniques running on the Graphical Processing
Unit (GPU).

The Exotic Nuclear Reaction group studies various exotic reactions induced by heavy-ion beams.
We conducted a search of double Gamow-Teller resonance by a double charge exchange reaction
(12C, 12Be) at BigRIPS.

The OEDO/SHARAQ group pursues experimental studies of RI beams by using the high-resolution
beamline and the SHARAQ spectrometer, and the OEDO for the decelerated RI beams.. SHARAQ11
experiment with a tritium-doped titanium target, which has been developed by Tohoku Univ. , was
successfully conducted. For SHARAQ13, a mass measurement by the TOF-Brho technique for very
proton-rich nuclei, an active stopper detector has been developed. The optics study of OEDO is
under way to improve the transmission of the ion beams. For the high intensity RIBs, the delay-line
PPACs have been replaced with the strip-readout PPACs. The experimental study of 0− strength in
nuclei using the parity-transfer charge exchange (16O, 16F) will be reported soon. As for The OEDO
beamline, the results of the first and second experiments for LLFPs will be finalised and reported
soon. The profile of X ray from the RFD had been measured comprehensively, which finalised the
design of the lead shield to enable us to conduct the in-beam gamma experiment at OEDO.

Three gaseous active target TPCs called CAT-S, CAT-M and GEM-MSTPC are developed and used
for the missing mass spectroscopies. The CAT’s are employed for the study of equation of state of
nuclear matter. The measurement of giant monopole resonance in 132Sn at RIBF with CAT-S and the
data analysis is ongoing. The CAT-M was employed for the systematic measurement of the deuteron
inelastic scattering of the Xe and Kr isotopes. Newly developed permanent dipole magnet system
was installed to reduce the background due to the delta rays. The GEM-MSTPC is employed for the
nuclear astrophysics study. The data analysis of (α , p) reaction on 18Ne and 22Mg and the β -decay of
16Ne followed by α emission are ongoing.

One of the major tasks of the accelerator group is the development of ion sources and the optimiza-
tion of the beam transport system to CRIB, E7B, and C12 in the E7 experiment room. In 2021, the
operating time of HyperECR ion source was 1773 hours. The beam production methods for metallic
ions such as Li, Mg, and Fe have matured. High brightness metallic ion beams to match the re-
quirement for the experiments can now be achieved stably and sustainably. Together with undergoing
studies on ECR plasma, further improvements in beam qualities are expected. For the development
of the 4-dimensional emittance monitor for the extracted beam from AVF cyclotron, the design of an
optical system with a digital camera equipped with a tele lens was completed. Then, it is expected
that the monitor can be kept away from the beamline which was the radiation source caused by the
ion beam.

The development of an optical lattice interferometer to search for a permanent electric dipole mo-
ment (EDM) with Francium (Fr) atoms is now in progress at RIKEN. The lattice-like potential with
a standing wave of laser light, the so-called optical lattice, can realize a long interaction time of the
trapped Fr atoms with external fields, which allows to measure the EDM with high precision. The ex-
perimental apparatus to produce the cold Fr atoms trapped in the magneto-optical trap (MOT) is ready
at present. We have confirmed that the newly developed surface ionizer can produce approximately
106 Fr+/s as a secondary beam via nuclear fusion reaction. We are now optimizing the experimental
parameters to realize the high intensity cold Fr sources with 106 atoms to measure the EDM.

The nuclear theory group participates in a project, “Program for Promoting Researches on the
Supercomputer Fugaku”, and has been promoting computational nuclear physics utilizing the Fugaku
supercomputer. In FY2021, we performed large-scale shell-model calculations employing the Monte
Carlo shell model and quasi-particle vacua shell model to investigate various exotic structures of



unstable nuclei. By using the no-core Monte Carlo shell model, we successfully describe the Hoyle
state of 12C from the first principle without assuming any cluster structure. In the medium-heavy mass
region, we successfully described the shape phase transition of Nd and Sm isotopes based on shell-
model calculations and evaluated the nuclear matrix element of the neutrinoless double-beta decay of
150Nd. The nuclear Schiff moment of 129Xe was also investigated based on the shell model and we
found an approximately linear correlation between the Schiff moment and the magnetic moment. In
parallel, we promoted many research collaborations with experimental groups for investigating the
structure of various nuclei such as 40Ca, 32Mg, 47,49Cl, and 55Cr.

The 20th CNS International Summer School named A3F-CNSSS21 was organized in August 2021.
The school was jointly hosted by CNS and the A3-Foresight program, and supported by RIKEN
Nishina Center and ANPhA. Because of the pandemic of COVID-19, the school was held with online.
In addition to the participants from China, Korea and Vietnam, many participants from other countries
such as Malaysia and India attended. Many invited lecturers including one foreign distinguished
physicist gave classes.

Finally, I thank Ms. Shimane and other administrative staff members for their heartful contributions
throughout the year.

Susumu Shimoura
Director of CNS
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Angular distribution of the transfer reaction of 79Se(d, p) in inverse kinematics
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The neutron capture reaction cross-sections are important
for understanding the origin of the elements in the universe
as well as the nuclear engineering. In some cases, the target
nuclei are short-lived so that the measurement of the cross
section is not feasible. 79Se is one of such nuclei. The nu-
cleus is located on the path of s-process nucleosynthesis.
Because the first excited state has a β decay branch, the ra-
tio of the daughter nucleus 79Br to 80Se can determine the
temperature when the s-process took place [1]. However,
although the main path of the s-process is the neutron cap-
ture to proceed to 80Se, because 79Se is radioactive the neu-
tron capture cross section on 79Se has not been measured
directly.

The nucleus is also known as the one of the long-lived fis-
sion products (LLFPs) of the nuclear wastes. It is supposed
to be stored for millions of years in the deep geological
repository, which has not been determined yet in Japan [2].
The transmutation of such LLFPs would be a possible way
to avoid the inheriting of the nuclear waste to the future. To
design the facility for the transmutation, cross sections of
any neutron induced reactions must be evaluated precisely.

In the past, the neutron capture cross section was eval-
uated by measuring the photon strength function [3]. The
neutron capture was deduced from the strength function
assuming the level density, which are strongly model-
dependent. As a result the evaluated cross section has a
large uncertainty of a factor 7.

To evaluate the cross section of 79Se(n,γ) independently,
a surrogate ratio technique [4] was employed. In general,
the compound neutron capture reaction is considered to be
composed of two factors: the formation cross section of the
compound states and the γ decay probability from the un-
bound states. The energy-dependent formation cross sec-
tion can be obtained by using the global optical potential.
On the other hand, the γ emission probability strongly de-
pends on the nuclear structure of the nucleus. Once the γ
emission probability is obtained experimentally, the neu-
tron capture cross sections can be determined. In the sur-
rogate method, the same unbound states as those populated
1Present Address:GSI, Darmstdt, Germany

by the compound reaction are assumed to be excited by an
alternative nuclear reaction such as (d, p) reaction. In the
case of (d, p) reaction, the excitation energy can be deter-
mined by measuring the recoiled protons. Therefore, when
γ emission channel at each excitation energy is identified,
the neutron capture cross section can be determined.

For the surrogate ratio method, the γ emission probability
is often determined by measuring deexcitation γ rays which
requires the decay scheme from the unbound state. On the
other hand, in our new method, the probability was deter-
mined by measuring reaction residues in coincidence with
the recoiled proton, instead of measuring γ ray. Our new
technique is free from the small efficiency of detecting γ
rays and statistical model to estimate the de-excitation from
the unbound state. The transfer reaction in the inverse kine-
matics made feasible the measurement.

The gamma emission probability, Pγ , is considered to de-
pend on the spin and parity of the state as well as the ex-
citation energy, Ex. Though the distributions of the spin
and parity of the unbound states populated by the CN reac-
tions may be different from those by the transfer reactions,
the Pγ of the populated state can be considered to be iden-
tical. The Pγ can be obtained from the transfer reaction by
taking into account the spin parity distributions of the reac-
tions. In fact, in the absolute surrogate reaction techniques,
the spin-dependent Pγ was deduced by measuring the multi-
polarities of γ rays of subsequent decays with the statistical
model [5].

When the kinetic energy dissipated in deuteron-induced
reaction increases, the dominant reaction process gradually
changes from the pre-equilibrium to the compound reac-
tion [6]. In the pre-equilibrium reaction, some internal col-
lisions are involved in the nucleus. Because the angular mo-
menta of particles and holes excited in the reaction are cou-
pled with the initial spin and transferred angular momen-
tum, the spin-parity distribution can be close to the statisti-
cal distribution by the compound process, which is adopted
in the TALYS-1.9 [7]. On the other hand, to explain the
reaction mechanism to populate the unbound states by the
transfer reactions, there are also theoretical works in the
framework of the direct reactions [8, 9] which concluded
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Figure 1. Double differential cross-sections of 79Se(d, p) reac-
tion at (a) Ex = 7, (b) 9, (c) 11 (d) 13, (e) 15, and (f) 17 MeV,
respectively. The solid lines are the theoretical calculation as-
suming the pre-equilibrium with TALYS-1.9.

that the larger angular momenta were transferred to the state
than the case of the neutron-capture reaction and that the
transfered angular momentum depends on the nuclear struc-
ture.

Angular distributions of the transfer reaction help us to
understand the reaction mechanism to populate the unbound
state. The experimental angular distribution of 79Se(d, p)
reactions for the excited states from Ex = 7 to 17 MeV by 2
MeV step in the excitation energies of 80Se are presented in
Fig 1. The smooth forward-peak structures were observed,
suggesting that the pre-equilibrium process is dominated in
the reaction above 7 MeV. The cross-sections are compared
with the calculations using the phenomenological Kalbach
model [10] as presented by the solid lines in Fig. 1. The
curves are found to be in good agreement with the experi-
ment, supporting the assumption of the pre-equilibrium re-
action. In fact, in the calculation of TALYS-1.9 where the
pre-equilibrium cross-section is estimated to be larger than
the direct- and compound reaction cross-sections. It is wor-
thy of mentioning that the calculated curves in Fig. 1 were
not fitted to the experimental data.

The spin dsitribution shown in the previous report was
calculated with the TALYS-1.9, where the spin distribu-
tion of the pre-equilibrium reaction is assumed to be the
same as the compound reaction. Using the spin-dependent
γ emission proabilities obtained by the statistical modeel
and the spin-distribution by TALYS-1.9, the experimental
Pγ was reproduced well, which enables us to determine the
(n,γ) cross sections. The final neutron capture cross sec-
tion was deduced by using the γ emission probabilities. The
manuscript summarizing the result is under review.
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Shape coexistence is a fascinating phenomenon in the
atomic nucleus. It occurs when eigenstates with the same
spin parity but different shapes degenerate in low excitation
energies. In a naive picture, the phenomenon is explained
as the 2p-2h excitation either at the proton shell closure or
at the neutron shell closure [1]. For example, in the zir-
conium isotope, which has the harmonics oscillator magic
number of 40 for the proton number, a shape coexistence
was suggested. Indeed, the low-lying second 0+2 states have
been measured in even-even Zr isotopes. The shape coexis-
tence is also associated with the study of the diabadicity of
the dynamics of the nuclear motion [2]. The strength of the
pairing determines the degrees of the diabadicity.

In a recent theoretical work it is suggested that the shape
coexistence is associated with the quantum phase transition
in the quadruple deformation around 98Zr [3], where the on-
set of the large quadrupole deformation took place. In the
framework of a shell model, even-even Zr isotopes are pre-
dicted to have shape coexistence. From the lightest stable
Zr isotope of 90Zr to 98Zr, the ground states are spherical
while the low-lying second 0+ (0+2 ) state is changing from
the spherical shape to deformed shape. At 100Zr the defor-
mations of the ground state and the 0+2 state are considered
to be inverted.

The traditional way to study the shape coexistence of the
nuclei is to measure the band structures of the ground and
the 0+2 state. We here applied another independent measure-
ment using the inelastic decay channel from the isobaric
analog resonance (IAR). The IAR via proton elastic scatter-
ing provides the information on the single particle proper-
ties like one neutron transfer reaction. The inelastic channel
yields the overlap between the excited final state of the tar-
get nucleus and the parent single particle state. Namely the
inelastic channel would provide the single particle structure
coupled to the excited state which cannot be obtained by (d,
p) unless the excited state can be prepared as a target. In the
past, there are several experimental studies on the inelastic
decay to 0+2 state. For example, in the case of the IARs of
91,93,95Zr, the first resonances coupled to the 0+2 were found
to be the same Jπ of those of ground states of 91,93,95Zr,
respectively, suggesting that the core of the 0+2 states of
90,92,94Zr are as spherical as the ground state of 90−94Zr. On
the other hand, the shell model calculation predicts that the
0+2 states in 90,92Zr are spherical, which is consistent with
the past experimental results. The 0+2 state of 94Zr is calcu-
lated to be deformed, which disagrees with the experimental
result. The 0+2 state in 96Zr, which is placed closely to the
point of the quantum phase transition, was not been studied
before although the elastic channel was reported [4]. In the

Figure 1. The angular distribution of the inelastic channel of
96Zr(p,p’)96Zr(0+2 ) at Ec.m. = 7.2 MeV. The red line indicates
the fitting result assuming J = 1/2.

case of 96Zr, the 0+2 is predicted to be deformed like 94Zr.
To study the properties of the 0+2 state in 96Zr, the ex-

periment was carried out at the tanem accelerator facility of
Kyushu University. The proton beam was directed onto a
0.5 mg/cm2 thick 96Zr target. The beam intensity was mon-
itored by the Faraday cup which was placed 30 cm down-
stream of the target. Two silicon detector telescopes were
placed upstream of the target by 15 cm. Each telescope is
composed of a 5 × 5 cm2 pad type SSD and two sector-
shape of 60 degrees singly stripped detector named YY1
with the outer diameter of 13 cm and the inner diameter of
5 cm. They were placed in perpendicular to the beam axis.
YY1 has sixteen electrodes concentrically which allowed
us to determine the scattering angle of the scattered protons
from 140 to 160 degrees in the laboratory frame with about
1.2 degree step. The inelastic channels were identified by
measuring the energies of the scattered protons. The proton
beam energy was scanned from 5 to 9 MeV to search for the
inelastic decay channel to the 0+2 state. The isotope ratio of
96Zr was measured by the inductively coupled plasma mass
spectroscopy. The ratio of 90,91,92,94,96 Zr isotopes were de-
termined to be 6.3, 1.6, 2.3, 4.1, an 86%, respectively.

The excitation functions of the elastaic and inelastic scat-
tering of 96Zr were already presented in Ref. [5]. We
analayzed the angular distribution of the inelastic scatter-
ing to assign the spin-parity of the resonance strongly cou-
pled to the 0+2 state. The experimental angular distribution
at Ec.m. = 7.2 MeV, where the largest resonance coupled to
the 0+2 state was observed, is shown in Fig. 1.

The angular distibution from a given spin J is described
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Table 1. Theoretical parameters for the angular distribution from
a given state of J expressed with Eq. 1.

J B2 B4 B6

1/2 0 0 0
3/2 1.0 0 0
5/2 1.142 0.857 0
7/2 1.190 1.051 0.758

as

W (θ) = 1+
2J−1

∑
L=0

BLPL(θ), (1)

where PL is the Legendre polynominal. The theoretical co-
efficients BL are summarized in Table 1.

If the meanfield is spherical like the ground state of 96Zr,
the Jπ of the lowest resonance would be Jπ = 1/2+ which
is the same Jπ as the ground state of 97Zr. Indeed, in the
cases of the 90,92,94Zr(p, p’) reactions, the lowest resonances
which decay to the 0+2 states were observed to have the same
Jπ of the ground state of 91,93,95Zr, respectively. Since the
ground state Jπ is 1/2+, we fitted Eq. 1 with J = 1/2 to the
experimental angular distribution, clearly ruling out the as-
signment. The W (θ) with J = 5/2 successfully reproduces
the experimental angular distribution.

The Jπ value obtained is compared to the theoreti-
cal single particle enegies calculated by the quadrupole-
constrained Hartree-Fock calculation. To make the 57th
neutron orbit 5/2+, the prolate deformation of Q = +130
fm is needed.

As mentioned in Ref. [5], the resonance shape of the elas-
tic scattering at 7.12 MeV suggested that the angular mo-
mentum of the first resonance coupled to the 0+2 state was
determined as l = 2. At the strongest resonance of 0+2 chan-
nel at 7.22 MeV the resonance of the elastic channel was
rather weak. In addition, the corresponding parent state was
not measured in 97Zr. The different ordering of ls for res-
onances coupled to the 0+2 state from those of the ground
state is an evidence that the 0+2 state is deformed.

The spectroscopic factor between the 0+2 state and the
parent state of 97Zr will be deetermined by taking into ac-
cout the angular distribution.

In summary, the inelastic decay channel to the 0+2 state
was proved as a powerful tool to study the shape coex-
istence nature. The method will be applied to the nuclei
around the island of inversion and other nuclei like 98,100Zr
at OEDO to understand the origin of the shell evolution.
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The nuclear properties of neutron-rich rare-earth nuclei
around Z = 60 are the possible key to understanding the
formation of the rare-earth peak in the elemental abundance
at ≈ 160. The pronounced abundance peaks at A ≈ 130
and A ≈ 195 are understood in terms of the enhanced sta-
bility of nuclei at the magic numbers. However, the produc-
tion mechanism of the smaller peak of rare-earth elements
is still under intensive investigation [1–3]. Simulations [4]
found that the rare-earth peak is extremely sensitive to the
nuclear-physics input, such as nuclear deformation and fi-
decay properties.

Analogous to the stability associated with large shell gaps
in the spherical picture, a large shell gap between Nilsson

single-particle (SP) orbitals stabilizes the nuclear shape at
high deformation. Some theoretical work based on the rel-
ativistic mean-field theory predicted a deformed shell gap
at N = 100 around Z ∼ 62 [6], and Ghorui et al. [5] argued
that the stability of N = 100 nuclei would make them serve
as a waiting point in the nucleosynthesis of the r-process. It
was discussed [7] that none of the Woods-Saxon, the Nils-
son modified oscillator with “universal" parameters, and the
folded Yukawa potentials succeeded in describing the cor-
rect ordering of the neutron SP states for the neutron-rich
(N = 98−102) light rare-earth (60Nd, 62Sm, and 64Gd) nu-
clei.

Liu et al. [8] recently proposed an isotope-dependent
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Figure 1. Calculated excitation energies of (a) 161Pm and (b) 159Pm by PSM. Levels with the caption “exp.” below show experimental
values.

spin-orbit term for the “standard" Nilsson model suggested
by Bengtsson and Ragnarsson in 1985 [9] for the A = 160
region. It was emphasized in his paper [8] that study of iso-
meric states is of great importance since the energy of the
isomeric states is sensitive to the spin-orbit interaction.

We performed isomer spectroscopy on neutron-rich 61Pm
isotopes at RI Beam Factory at RIKEN, Nishina Center us-
ing the in-flight fission of the 238U86+ beam. The delayed
fl rays from the implanted ions were detected by a cluster-
type Ge detector array, EURICA [10]. As a result, we ob-
served new isomers in 159,161Pm. These are interpreted as
3-quasiparticle (qp) isomers with ˚ 7/2[633]⊗ ˚ 5/2[523]
and ˚ 7/2[633]⊗ ˚ 1/2[521] two-quasineutron isomers ob-
served at N = 98 and N = 100 isotones in this region
[11–13] coupled with an odd proton in ß5/2[532].

In order to understand the observed 3-qp isomeric states
in 159,161Pm, we apply the projected shell model (PSM)
[14, 15]. The PSM became capable of calculating the 3-qp
isomer discussed in the present experiment only very re-
cently, thanks to the introduction of the Pfaffian algorithm
for fast computation [16]. In the calculation, we use defor-
mation parameters ε2 = 0.31 and ε4 = 0.03 for 159Pm, and
ε2 = 0.30 and ε4 = 0.01 for 161Pm, which are consistent
with those for other nuclei in this mass region [8].

Figure 1 compares the calculated and experimental levels
in 159,161Pm. The calculated 3-qp isomers are reproduced at
energies close to both data points. In 159Pm, the predic-
tion that a 13/2+ lies higher than the 17/2+ state is con-
sistent with the fact that the 13/2+ state is not observed as
an isomer. If we use the SP states generated by the stan-
dard Nilsson parameters in Ref. [9], this 3-qp state energy
is calculated at higher than the 13/2+ state. In 161Pm, the
calculated 3-qp state reproduces the 13/2+ data point at 966
MeV nicely. The 17/2+ 3-qp isomer is predicted above the
13/2+ state, which is consistent with the fact that we do not
observe a 17/2+ state in the isomer decay scheme.

The significance of the present work is that it undoubt-
edly requests new Nilsson parameters for understanding
the delicate relative positions between the 17/2+ isomer in
159Pm and 13/2+ isomer in 161Pm. These results indicate
that the size of the spin-orbit interaction changes by adding
neutrons from 98 to 100 and it pulls the ν7/2+[633] orbital

lower than expected in the standard Nilsson model.
In summary, we observed fl-rays from new isomers in

159,161Pm. These isomers are interpreted as 3-qp isomers
with ˚ 7/2[633]⊗ ˚ 5/2[523] and ˚ 7/2[633]⊗ ˚ 1/2[521]
two-quasineutron isomers observed at N = 98 and N =
100 isotones in this region coupled with an odd proton in
ß5/2[532]. PSM calculations are performed to understand
the observed 3-qp isomers and reproduced experimental
data well only when the newly proposed Nilsson parame-
ters [8] are used. This is the first clear case demonstrating
that the “standard” Nilsson parameters for the stable nuclei
need to be modified in exotic nuclei. This work raised the
necessity of the modification to the Nilsson model in order
to understand and predict nuclear properties especially the
deformed shell gap of exotic nuclei outside the current reach
of experiments which is an essential factor for the formation
of the rare-earth peak in r-process abundance.
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If multiple neutrons are gathered in one place, how do
they behave? This question has been fascinating to nuclear
physicists for more than a half century. The interaction
between two neutrons is attractive at medium- and long-
range (r ≳ 1 fm), and therefore one expects some cluster
structure, where neutrons stay together. For two neutrons,
the interaction is not strong enough to make bound or res-
onant states, but one can observe a virtual state close to the
threshold. How about more than two neutrons such as tri-
neutron (3n) and tetra-neutron (4n)? Those multi-neutrons
have been searched already from the 1960s. In the 20th
century, sometimes positive results were reported, but such
results were usually rejected by further studies. At that
time, the production and detection of multi-neutron were
both difficult and one had to rely on complicated methods.
Recently, with the development of the experimental tech-
niques with radioactive isotopes, the access to the vicinity
of the nucleon drip line has become more feasible. Accord-
ingly, new experiments with higher sensitivities to multi-
neutrons have been performed and provided some posi-
tive results for tetra-neutrons. For example, 14Be breakup
reaction [1] at GANIL, 4He(8He,8Be)4n reaction [2] and
1H(8He, pα)4n reaction [3] at RIBF. Compared with those
tetra-neutron cases, the tri-neutron has been left unstud-
ied. The tri-neutron is the simplest isospin T = 3/2 system,
and its study is of fundamental significance. To investigate
this exotic system, we performed the missing-mass spec-
troscopy of the 3H(t, 3He)3n reaction at 170 MeV/u.

An important challenge of this experiment was in the de-
velopment and safe handling of the radioactive tritium tar-
get. For the experiment, we have developed a new tritiated

titanium (Ti-3H) target at the Hydrogen Isotope Research
Center (HRC) at the University of Toyama. We chose the
target with the physical form of Ti-3H for the following two
reasons. In the Ti-3H target, the tritium is tightly confined
in the titanium lattice, which is beneficial for the target han-
dling. The target is compact, compared with gas or liquid
target, which is good for detecting decay particles from the
target.

To accumulate enough statistics for the rare process such
as tri-neutron production, we produced a target with a large
tritium thickness of 3.5 mg/cm2. It is about 90 times
thicker than the ones used in the past nuclear physics exper-
iments [4]. By optimizing the production conditions (tem-
perature, vacuum, and so on) and also establishing the safe
handling methods, such a thick target has been realized and
used at RIBF.

The target produced at HRC was sent to the hot labo-
ratory (HL) at RIBF. In the HL, the target was transferred
from the transport container to the target chamber, and the
chamber was pumped out to the vacuum. The chamber was
then brought to the E20 experimental hall and attached to
the scattering chamber. The target was kept under vacuum
all the way and never exposed to the atmosphere after leav-
ing the HL. During all the experiment, the tritium level of
the experimental hall was monitored by the tritium detec-
tors. All the procedures were safely done without any emer-
gency nor any unexpected detection of tritium.

The overall layout of the experimental setup is shown in
Fig. 1. The 4He particles were accelerated up to 200 MeV/u
and bombarded the 9Be target with a thickness of 6 cm.
Among various reaction products, the tritons of 170 MeV/u
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Figure 1. The overall setup of the 3H(t,3He)3n experiment. The (t,3He) setup was based on the one in Ref. [5].

were selected by the BigRIPS separator. The emittance of
the secondary beam was collimated by the momentum and
angular slits at F1 and F2.5 positions, respectively. The
beam was transported through the high-resolution beam line
to the SHARAQ target position. With the primary beam in-
tensity of 1000 pnA, the triton beam intensity of 50 MHz
was achieved at the secondary target. It was the highest
secondary beam intensity ever provided at RIBF. The 3He
particles scattered from the target was momentum-analyzed
by the SHARAQ spectrometer and detected by the CRDCs
and plastic scintillators installed at the S2 focal plane. The
decay neutrons from the target were detected by a pair of
liquid scintillation counters. We took the data for Ti-3H, Ti,
CD2, CH2, C and blank targets for both spectrometer an-
gles of 0 and 3 degrees. From those data, the missing mass
spectra for 1,2,3n systems will be obtained in a consistent
manner.

Figure 2 shows the XY spectra for the CH2(t, 3He) reac-
tion. The top and bottom figures represent the spectra at
0 and 3 degrees, respectively. For both cases, one can see
the curved locus due to the 1H(t, 3He)1n reaction kinemat-
ics, and upright loci of 12C(t, 3He) reactions. Those figures
show that the missing-mass measurement was done prop-
erly. Further analyses are in progress.
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Projectile fragmentation is one of the most effective
methods of producing unstable nuclei. Calculations of the
reaction cross-section can be based on the abrasion-ablation
model [1]. Fragments are produced from the projectile in
two steps in the abrasion-ablation model. The first step is
called the abrasion step, where some nucleons are stripped
from the projectile nucleus to form a pre-fragment via pe-
ripheral reaction. The second step is called the ablation
step, where the pre-fragment de-excites to “stable” states
through an evaporation process with neutron and gamma-
ray emission. The “stable” states include ground states and
isomers, which are relatively long-lived metastable states.

While the total cross-section is calculated using the
abrasion-ablation model, the momentum distribution is of-
ten described by the Goldhaber model [2], which consid-
ers the Fermi momentum in the nucleus focusing on the
abrasion process. This simple model predicts secondary
beams whose velocities are the same as those of primary
beams with symmetric momentum distributions. On the
other hand, the measured momentum distribution gener-
ally shows deceleration of the beam, and additional mo-
mentum spreads on the low-momentum side [3]. Attempts
have been made to understand the fragmentation reactions
through systematic data analysis, and an empirical model
has been established by parametrization reflecting friction
and deceleration, for example, but the detailed mechanism
of these processes remains unclear [3, 4].

High-spin isomers are among the interesting products in
fragmentation reactions. Isomer ratios of high-spin isomers
are known to depend on the momentum of the secondary
beams [5,6]. We aim to study the role of the prefragment, a
missing element in the Goldhaber model, by comparing the
momentum distribution of (unbiased) fragments and that of
high-spin isomers for the first time.

The experiment (project number H362) was performed at
the SB2 course in HIMAC in Chiba. The primary beams of
58Ni and 59Co with 350 MeV/u bombarded the production
target of a 14-mm thick 9Be target. The fragments of 52Fe,
53Fe, 54Co, and contaminants are separated by two dipoles
magnets(D1 and D2), and the momentum is analyzed by
a fragment separator consisting of two dipole magnets and

quadrupole magnets. The angular acceptance is ±4 mr in
the horizontal direction and ±13 mr in the vertical direction.
The isomer is identified by measuring the de-excitation γ
rays. The detail of the experimental setup and data reduc-
tion is reported in Ref. [7].
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Figure 1. Example of momentum distributions of unbiased and
isomer. The panel (a) shows the case of 52Fe from the 58Ni
beam, and (b) shows the case of 52Fe from the 59Co beam.
Red dots indicate unbiased and blue dots indicate isomer. The
solid curves show the fitting results with asymmetric Gaussian
functions.

Figure 1(a) and (b) show the momentum distributions
of 52Fe fragments from the 58Ni and 59Co beams, respec-
tively. The red points are the data for the unbiased 52Fe
nuclei without detecting gamma rays, while the blue points
are those for isomers. Here the vertical axis is the num-
ber of unbiased 52Fe nuclei divided by the number of pri-
mary beams, with correction of the effective solid angle
at the slits in F2 depending on the Bρ of the secondary
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beam. The blue dots are similarly corrected values of
the number of isomers produced divided by the number
of primary beams. The horizontal axis is the momentum
difference(pdiff (MeV/c)). The momentum difference is ob-
tained from the momentum of the products where the origin
(pdiff = 0 MeV/c) is defined as the same velocity before and
after the reaction when a fragmentation reaction occurs at
the half-point in the target. The momentum before the reac-
tion was calculated from the primary beam energy, and the
momentum after the reaction was obtained from the filed
strength of D1.

The momentum of the unbiased fragments is generally
lower than the beam, as studied in many cases [3,4]. Notani
et al. discussed the momentum peak shift as well as the de-
viation at the tails of isotopic chains from the general behav-
ior [3]. The momentum of the isomers is significantly lower
than that of unbiased fragments. Each momentum distribu-
tion is fitted with asymmetric gaussian with four free pa-
rameters where the width parameters of the left-hand half
and right-hand half are different. From here on, only the
peak positions are discussed.

The production mechanism of high-spin isomers like
52Fe(12+) was discussed in terms of momentum obtained
from the abrasion process [5, 6]. Likewise, we discuss
the angular momentum introduced to the fragment kine-
matically by using the representative angular momentum of
L = 10 for 52Fe(12+).
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Figure 2. Liso vs ∆p plot. Blue squares indicate each fragment
from 58Ni beam. Green open squares indicate each fragment
from 59Co beam. The red dotted line shows the regression
line.

Figure 2 shows the difference on the central values of
pdiff between unbiased and isomer defined by ∆ pdiff =
pdiff(unb)− pdiff(iso) as a function of representative Liso
values (L = 8 for 53Fe(19/2−) and L = 6 for 54Co(7+)).
One can see a correlation, presumably a linear relation-
ship, between the ∆ pdiff and Liso. The correlation coeffi-
cient is r = 0.82 and the regression line is ∆ pdiff = (64.7±
3.8)(MeV/h̄c)× (Liso −4.8±0.1). The ∆ pdiff is related to
the angular momentum transfer for the following reason. As
mentioned before, the fragmentation reaction in this report
with a few nucleon removals in the intermediate energy is
through peripheral reaction, where the nucleons in the pro-
jectile and target collide with one another near the nuclear
surface, transferring momentum. In such a case the addi-

tional momentum transfer (∆ pdiff) is related to the added
angular momentum by ∆ pdiff = a× ∆L, where ∆L is the
additional angular momentum transfer (∆L = Liso −Lunb).
Note that the unbiased angular momentum (Lunb), the an-
gular momentum of the pre-fragment, is not necessarily the
same as that of g.s.

Here 1/a=(3.0±0.2) fm is 70% of the expected value of
the radius of the fragment (R = 1.2 f m×A1/3 = 4.5 fm, and
A means the mass number of the fragment). We note the
correlation in Fig.2 is understood by taking a common Lunb
among all the fragments, the best-fit value being (4.8±0.1)
h̄. These results suggest that the pre-fragment generally has
a finite angular momentum, and the fragment further gain-
ing the necessary angular momentum through the abrasion
process can become an isomer.

Finally, the effect of Lprj in high-spin isomer production
can be assessed by closely examining Fig.2 in principle.
Since 59Co(g.s.; Jπ = 7/2−) has a representative angular
momentum of L = 3, this can contribute to isomer forma-
tion resulting in a reduction of ∆ pdiff. One can see a slightly
different correlation for 58Ni and 59Co beam with a small
offset of 59Co correlation shifting downward. The quanti-
tative argument whether we are looking at the effect of Lprj
by this plot is among the future work.
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The search for double Gamow–Teller giant resonance at RIBF
A. Sakaue for the RIBF-141R1 collaboration
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The double Gamow–Teller (DGT) transition is a nuclear
process such that the spin and isospin are changed twice by
a (στ)2 operator, where σ and τ are the spin and isospin op-
erators, respectively. Double β decay is also driven by the
same operator. Its transition strength is limited to a small
proportion of the total DGT transition strength, but exper-
imental information about the DGT is currently limited to
this rare process. Existence of giant resonance which oc-
cupies most of the transition strength was first proposed in
1989 [1]. This resonance, called the DGT giant resonance
(DGTGR), remains undiscovered experimentally. The ex-
perimental observation of DGTGR will provide informa-
tion about two-phonon excitations which is not examined
with the nuclear spin-dependent correlations.

Experimental information of the DGTGR is also poten-
tially important for determining the nature of neutrinos. The
transition strength and centroid energy of the DGTGR are
suggested to be strongly correlated with the nuclear matrix
element of a neutrinoless double β decay [2]. Theoretically
predicted values of the nuclear matrix element have a large
uncertainty depending on the chosen model [3]. Experi-
mental information of the DGTGR will provide reference
for the calculation of the nuclear matrix element.

We are aiming at the observation of the DGTGR using
the double charge exchange reaction (12C, 12Be(0+2 )). This
reaction is effective for the observation of the DGTGR for
the following reasons. First, the transition from 12C(0+g.s.)
to 12Be(0+2 ) through the intermediate state of 12B(1+) is ex-
pected to be strong since these states are all dominated by
0h̄ω configurations. Second, we can utilize an isomeric de-
cay of 12Be(0+2 ), for event selection. 12Be(0+2 ) has a lifetime
of 331 ± 12 ns and decays into the ground state by emitting
an electron-positron pair [4]. Detecting back-to-back pho-
tons with an individual energy of 511 keV from the positron
serves to tag the events of the double spin-flip mode.

A pilot experiment using the (12C, 12Be(0+2 )) reaction
was performed at Research Center for Nuclear Physics
(RCNP) [5–8]. In this experiment, a 100 MeV/nucleon 12C
beam with an intensity of 17 particle nA impinged on 48Ca
target and the momentum of an ejected 12Be was measured
by Grand Raiden spectrometer. 12Be was implanted in a
plastic scintillator stopper downstream of the focal plane
of the spectrometer and photons originating from 12Be(0+2 )
were detected by NaI(Tl) detectors. The identification of
the 12Be(0+2 ) by detecting the 511 keV photon worked well.
The conclusive evidence of the DGTGR was not obtained
due to the background coming from the plastic stopper and
the lack of the statistics. The main background was 3H from
the target; it hit the plastic stopper and produced the β+

emitting nuclei.
We performed the experiment at the RI Beam Factory

(RIBF) considering the experience in the pilot experiement.

In this experiment, we used a part of BigRIPS separator,
F0–F5, as a spectrometer, as established in pionic atoms ex-
periments [9]. A 12C primary beam with an intensity of 500
particle nA was accelerated to 250 MeV/nucleon and bom-
barded on a target at F0 focal plane of the BigRIPS separa-
tor. The momentum spread of the beam, δ p/p ∼ 0.6%, was
reduced to about 0.026% by applying dispersion-matching
optics. We used 48Ca or 116Cd as the target, which are im-
portant double β decaying nuclei. The thickness of the tar-
get was 10 mg/cm2 for 48Ca and 50 mg/cm2 for 116Cd. The
ejected particle was momentum-analyzed by the magnets
between F0 and F5. The track of the particle was measured
by the low-pressure multiwire drift chambers (MWDCs) at
F5 focal plane. After passing through F5, the particle was
transferred to F8 focal plane and stopped in a 9Be stopper
with a thickness of 18.8 mm. Delayed γ rays deriving from
12Be(0+2 ) were detected by a DALI2 array at F8. We chose
9Be as a stopper since it does not produce β+-decaying nu-
clei. We set degraders at F5 and F7 to stop at F8 for 12Be
and to sweep background particles such as 3H, 6He, and
9Li.

During the beam time, we measured the double-charge
exchange reaction for 40 h for 48Ca and 20 h for 116Cd,
respectively. Figure 1 shows the energy spectrum of the
photons measured by DALI2 for the 48Ca target. A peak at
the energy of 511 keV is noticeable in the spectrum. Fig-
ure 2 shows the timing of the photon detection relative to
the signal from a plastic scintillator at F7. Here, the timing
distribution of the events in the energy region of 500 ± 100
keV is shown. The decay histogram is fitted by an expo-
nential curve and a constant background. The decay con-
stant is 302.3 ± 8.2 ns, which is close to the known value
of the lifetime of 12Be(0+2 ). This suggests that 12Be(0+2 ) is
successfully detected. The contamination of backgrounds
is estimated to be about 15% when the events between 500
± 100 keV in energy are selected. The background rate
was improved from the experiment at RCNP, in which the
signal-to-background ratio was about 1:1 [7].

The preliminary spectrum of the excitation energy of 48Ti
is shown in Fig. 3. The event selection is such that the tim-
ing of the photon is 20 ns after from prompt γ-rays and the
energy is in the region of 500 ± 100 keV. Each fill color
corresponds to the scattering angle in the laboratory sys-
tem within 0.0–0.3◦ (the lightest color), 0.3–0.6◦, 0.6–0.9◦,
0.9–1.2◦, and 1.2–1.5◦ (the darkest color). The energy reso-
lution and the angular resolution was evaluated as 1.6 MeV
and 0.17◦, respectively. There seems to be an enhancement
around 30 MeV in the excitation energy spectrum, which
stands out especially in the forward angle. We are now ded-
icated to more precise analysis and the interpretation of the
structure of the spectra.
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Figure 1. Energy distribution of delayed γ rays measured by
DALI2.
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The equation of state (EOS) of nuclear matter plays an
important role in understanding nuclear synthesis, neutron
star, massive star mergers [1]. The EoS is expressed as a
power expansion of the density, with the second-order co-
efficient being the incompressibility in nuclear matter. The
contribution of the second-order is expected to be signifi-
cant in extreme environments such as neutron stars. The
incompressibility in nuclei can be expressed by using the
one in infinite nuclear matter based on the droplet model
as described below. [2]. This indicates that the incompress-
ibility in infinite nuclear matter can be extracted from the
systematic measurement of the incompressibility in nuclei.

KA =K0 +KsA−1/3 +
(

Kτ +KτsA−1/3
)

α2

+KCZ2A−4/3. (1)

Here, Ks and Kτs are surface terms and KC is the Coulomb
term. KC can be assumed to be known because the model
dependence is very small. In previous studies, It has been
determined as an Kτ =−550±100 MeV. On the other hand,
Kτs has not been determined yet [3]. Quantitative evaluation
of the surface term from systematic ISGMR measurements
using various nuclei including unstable nuclei may deduce
the Kτ with higher precision. In the case of ISGMR mea-
surement for unstable nuclei, the gas-active target is optimal
because the only other option is to use an RI beam, which
must measure low-energy recoil particles in the vicinity of
the reaction point.

We have developed an active target (CAT-M) that can be
irradiated with high-intensity heavy-ion beam and that is
employed for the systematic measurement of the ISGMRs
[4]. In the most recent upgrade, a dipole magnet was in-
stalled in the beam region to remove the δ -rays produced
by the beam particles. As a result, the SN ratio was im-
proved by a factor of 100. However, beacuse the magnet
shields the read-out pads, it is impossible to measure the
beam particle, so a new beam position detector near the re-
action point needs to be developed. In this paper, we first
present an overview of a new compact TPC named Mini
TPC and its performance based on simulations. Next, the
setup and results of experiment are reported.

We describe the structure of the newly developed Mini
TPC and the expected resolution based on the electric field
simulations. A schematic view of the Mini TPC is shown
in Fig. 1. The Mini TPC consists of a field cage, thick
gas electron multipliers, and a readout board. Two types
of THGEMs are used in Mini TPC. The Normal THGEM
has holes with a radius of 200 µm and a pitch of 500 µm,
while the Flower THGEM has the same hole diameter but

Readout pad

Field cage

Amplification part

X

Y Z

Figure 1. Photos of the Mini TPC. The details of the structure is
described in the text.

is arranged around the holes of the Normal THGEM. The
schematic figure of the hole positions of Normal THGEM
and Flower THGEM is shown in Fig. 2.
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Figure 2. Design of the two THGEMs and the readout. Red
and blue holes indicates that the hole positions of the Normal
and Flower THGEMs, respectively. The black line shows the
border of the readout pads. See the text for the details.

Equilateral triangular pads of 5 mm per side are used for
the readout electrodes. There are 2 rows for the beam direc-
tion and 11 pads in each row, then 22 pads in total. In the
Mini TPC, the position in the readout plane is determined
from the weighted average of the amount of charges which
are measured by these pads, and the position along the drift
field is determined from the drift velocity. The design of the
readout pad is also shown in Fig. 2.

4 mm 

4 mm 

2 mm 

8 mm 

Figure 3. Electric field at the center plane in parallel to the beam
path in the mini TPC calculated by using Garfield++.

The volume of the field cage is 60×28×50 mm3. An
electric field is formed by supplying a voltage to the elec-
trodes on the PCB and the wires using a divider circuit.
The active area is not the entire field cage but 42×12.1×28
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mm3. The field cage consists of two side PCB and gold-
coated Cu-Be wires with a diameter of 50-um, as shown in
the Fig. 1. The divider circuit and 250 µm wide electrodes
with a 2 mm pitch are mounted on the PCBs. The positions
of the wires are optimized to form the uniform field as de-
scribed below. As shown by the black dots in Fig. 3, three
layers of 4-mm pithced wires are attached to the side PCBs.
The distances between the inner and the middle is 8 mm,
and one between the middle and the outer is 4 mm. The
middle layer is displaced by 2 mm.

The electric field was simulated by using the finite ele-
ment method with Garfield++. Figure 3 shows the simula-
tion results at the center plane in parallel to the beam axis.
As can be seen in Fig. 3, the largest distortion in the active
region can be seen at the edge of the active region, where
the largest distortion is below 1%.
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GEM-TPC

Magnet
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Mini TPCBeam

recoil

rayδ

Figure 4. Experimental Setup

Figure 4 shows the setup for resolution evaluation. The
Mini TPC is located upstream of the CAT-M field cage, and
the beam particles are injected into the CAT-M field cage
after passing through the Mini TPC. The chamber is filled
with D2 gas at 40 kPa. The GET system is used for the
readout system. In addition, two SRPPACs were installed
upstream of the CAT chamber to evaluate the Mini TPC res-
olution by comparing the extrapolated positions with those
of the two SRPPACs.
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Figure 5. Position distribution by weighted average

The experiments were performed on HIMAC. The beam
particles were 136Xe at 115 MeV/u and the beam intensity
was 1 kppp. The position in the Mini TPC was determined
by weighted average of the measured charge at the position
of the pad. Figure 5 shows the measured position of the
Mini TPC in the horizontal direction. In Fig. 5, sharp peaks
can be seen at 2.5mm pitch intervals. This gap is caused by
the inability to measure charges on adjacent pads due to low

gain, and the distance of the gap corresponds to the distance
of the center of gravity between adjacent pads. Especially
when the beam passes near the pad for center of gravity, the
induced charge on adjacent pad is relatively small, so a low
gain makes it impossible to measure the charge. Therefore,
this means that if the beam particles pass near the center of
gravity of the pad, the accuracy of position determination
will be poor.

The position resolution was evaluated from the differ-
ence between the extrapolated position by SRPPACs and
the position of Mini TPC. The left figure of Fig. 6 shows
the distribution of the difference between the extrapolated
positions and measured position, using only the first row of
pads of the Mini TPC, and the right figure shows the distri-
bution when only the second row of pads of the Mini TPC
is used. The deviation of these distributions represents the
convoluted position resolution of SRPPAC and Mini TPC.
Assuming that the position resolutions of the two SRPPACs
are the same, the position resolution of the Mini TPC is
evaluated to be σX = 600¯m and σY = 400¯m, respectively
for horizontal (X) and vertical (Y) direction. The assumed
resolution of SRPPAC is 150 ¯m in the X direction and 165
¯m in the Y direction, the same values as those reported in
the development of SRPPAC [5].
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Figure 6. Correlation with extrapolated position.
In this study, we have newly developed a compact TPC

that can measure beam particles in the vicinity of the re-
action point. When the beam intensity was low, the posi-
tional resolutions of σX = 600¯m and σY = 400¯m have
been achieved. On the other hand, the position resolution is
found to depends on the position. In the next step of the de-
velopment, the performance with high-intensity beams and
the position dependence of the position resolution will be
evaluated.
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This is condensed from the article in Astrophys. J. Lett.
915, L13 (2021) [1].

Big Bang nucleosynthesis [2, 3] is a critical probe to
understand the early universe, describing the primordial
production of light nuclides. However, the cosmological
lithium problem (CLP) stems from the outstanding dis-
crepancy between theoretical predictions and astronomical
observations of primordial lithium abundances, which is
still an open issue to be challenged by astronomy, nuclear
physics and non-standard cosmology. For the radiogenic
production of 7Li, increase and decrease mechanisms of
7Be plays a pivotal role in the Big Bang nucleosynthesis
(BBN). Despite of several recent experimental progresses
[4–11], the data for neutron-induced 7Be destruction pro-
cesses were still sparse, and especially lacked information
on the contributions of transitions to the 7Li excited states.

In this work, we have determined the 7Be(n, p0)
7Li (go-

ing to the 7Li ground state), 7Be(n, p1)
7Li∗ (going to the 7Li

first excited state) and the 7Be(n,α)4He reaction cross sec-
tions by means of the Trojan Horse method (THM [12]),
which enables us to measure neutron-induced reactions
via substitutional reactions thanks to quasi-free mecha-
nism. We performed the experiment at Center-for-Nuclear-

Study RI Beam separator (CRIB [13]), which provided a
7Be RI beam at 3.16 MeV/nucleon on target with a typi-
cal intensity of 1 × 106 pps. The 7Be beam was tracked
by two PPACs, irradiating a 64-µg/cm2-thick deuterated
polyethylene (CD2) target, and the 2H(7Be,7Li p)1H and
2H(7Be,2α)1H THM reactions were observed by six ∆E-
E silicon telescopes with 45 × 45-mm2 active areas, sur-
rounding the target at distances of 20 cm symmetrically to
the beam axis at forward angles ±12◦, ±34◦ and ±56◦. We
confirmed the predominance of the quasi-free mechanism
by analyzing the shape of the observed p-n momentum dis-
tributions for both three-body reaction channels. By recon-
structing the Q-value spectra from the observed 7Li-p coin-
cidence, we identified the 7Be(d,7Li∗ p1)

1H reaction chan-
nel with a significant yield. The normalized cross sections
multiplied by

√
Ec.m. of the 7Be(n, p0)

7Li, 7Be(n, p1)
7Li∗

and 7Be(n,α)4He reaction channels are shown in Figure 1.
The present and the previous data were analyzed together
by a multi-channel R-matrix fit with AZURE2 [14] consis-
tently with the 8Be resonance structure. We introduced nine
resonances at the known excited states and one background
pole, and identified that the first four resonances above the n
threshold mostly characterized the cross section behaviors
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around BBN energy region, specified by arrows with spins
and parities in Fig. 1. The fitted curves to the 7Be(n, p0)

7Li,
7Be(n, p1)

7Li∗ and 7Be(n,α)4He channels are also shown
in Fig 1. The R-matrix analysis concluded a slightly smaller
7Be(n, p0)

7Li cross sections with a better uncertainty eval-
uation than those of Damone2018 [4], and quantified the
7Be(n, p1)

7Li∗ contribution in the BBN energy range for
the first time.

Figure 2 shows the 7Be(n, p)7Li reaction rates relative to
that of [19]. Their uncertainties are represented by shaded
bands. One can see that the present p0 rate appears sig-
nificantly lower than Damone2018 p0, and also with much
improved uncertainty in the BBN temperature range as ex-
pected from the R-matrix analysis. Our recommended p0 +
p1 rate is ultimately comparable to Damone2018 p0 in the
BBN range, but with different temperature dependence due
to the (n, p1) contribution.

We have then calculated the 7Li/H abundances by using
one of the most recent BBN codes PRIMAT [3], replacing
the default 7Be(n, p)7Li reaction rate Descouvemont2004
[21] with the present p0 + p1 rate, without changing any
other initial conditions. We highlight that the present
p0 + p1 rate yields a significantly smaller 7Li/H value
(5.18+0.22

−0.25 × 10−10) than that with Descouvemont2004 p0

(5.63+0.22
−0.24 × 10−10) by about one tenth or 2 standard devi-

ations at the known baryon-to-photon number density ra-
tio η = 6.09× 10−10 [3] determined from the cosmic mi-
crowave background observation. It also significantly im-
proved the uncertainty compared to that of Damone2018 [4]
(5.26±0.40 ×10−10). Therefore, the recommended rate may
impose a more strict constraint on the primordial 7Li/H
abundance owing to the reevaluation of the (n, p0) un-
certainty and the first-ever quantified (n, p1) contribution,
which should be adopted in future BBN investigations al-
though we obviously need additional contributions to get
closer to the observed 7Li/H value 1.58±0.3×10−10 [22].
We expect that the present nuclear-physics data would offer
a less uncertain foundation to further theoretical investiga-
tions for the complete CLP solution.

This experiment was performed at RI Beam Factory op-
erated by RIKEN Nishina Center and CNS, University of
Tokyo. This work was supported by JSPS KAKENHI
(grant Nos. 15K17631, 18K13556, and 19K03883).
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evaluations [4,5,7–11,15–18] are also plotted for comparison.
The solid lines are the present R-matrix fits with light-colored
bands as their uncertainties.
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Type I X-ray bursts (XRBs) are the most frequently ob-
served thermonuclear explosions in galaxy [1, 2]. The
22Mg(α , p)25Al is thought to play a critical role in XRBs
and its reaction rate is predicted to have a significant impact
on the light curve of XRBs [3]. However, experimental in-
formation is insufficient to deduce a precise 22Mg(α , p)25Al
reaction rate for the respective XRB temperature range.

A new measurement of 25Al+p resonant scattering was
performed at CRIB [4] up to the astrophysically interested
energy region of 22Mg(α , p)25Al. Several resonances were
observed in the excitation functions, and their level prop-
erties have been determined based on an R-matrix analy-
sis [5]. In particular, proton widths and spin-parities of four
natural-parity resonances above the α threshold of 26Si,
which can contribute the reaction rate of 22Mg(α , p)25Al,
were first experimentally determined.

An improved reaction rate of 22Mg(α , p)25Al was de-
termined based on the level properties of the correspond-
ing resonances, and the comparison with previous rates was
shown in the Fig. 1. The NON-SMOKER rate [6] dif-
fers from ours by a factor of ∼ 10 from 0.4 to 1 GK, and
varies up to a factor of 160 at 3 GK. There is a discrep-
ancy of about 1 to 5 orders of magnitude between our new
rate and the Matic et al. rate [7] for T = 0.7 - 3 GK. The
22Mg(α, p) rate by Randhawa et al. [8] approximated with
the NON-SMOKER 22Mg(α, p) rate divided by 8, is also
shown in Fig. 1. Although our rate dose not largely de-
viate from the Randhawa et al. rate [8], we caution that
their evaluation may underestimate the uncertainty due to
the theoretical extrapolation.

To demonstrate the impact on the modeled lightcurve
with the 22Mg(α, p) rate deduced from the present exper-

iment, the GS 1826−24 burster was selected to perform
the XRBs model calculation. The GS 1826−24 burster
is referred to as “textbook" burster, which exhibits reg-
ular bursting behaviour with highly consistent properties
from burst to burst. To quantitatively compare with the
GS 1826−24 burster (Fig. 2), we adopt the best fit model
from Jacobs et al. [9], which has a ratio of accreted 1H to
4He of 2.39, a CNO metal mass fraction of 0.0075, and
an accretion rate of 3.325×10−9 M⊙yr−1, as our baseline
model. We update it with the present 22Mg(α, p) rate to
represent the Present model. The generated burst lumi-
nosity, Lx, by the 1D multizone hydrodynamic KEPLER
code [10] is related to observational flux, Fx by scaling
with

[
4πd2ξb(1+ z)2

]−1, where d is the distance, ξb in-
corporates the possible burst-emission anisotropy, and the
redshift, z, expands the lightcurve when transforming into
an observer’s frame. Instead of specifically selecting data
close to the burst peak at t=−10 to 40 s, we impartially se-
lect all observational data of the entire burst timespan to fit
our modeled bursts. The modeled bursts are averaged and
fitted to the averaged lightcurve of GS 1826−24 epoch Jun
1998 [11], which were recorded by the Rossi X-ray Timing
Explorer (RXTE) Proportional Counter Array [12].

The baseline lightcurve at t=16–76 s is enhanced and
the discrepancy with observed data becomes only up to
6% due to the present and lower 22Mg(α, p) rate, which at
low temperature competes with 22Mg(βν) decay and over-
comes 22Mg(p,γ) at higher temperature T>1.67+0.15

−0.13 GK
instead of at T>1.16 GK compared to the NON-SMOKER
22Mg(α, p) rate (Fig. 1). The alternative Jπ =3+/4+ rate
yields only 3% deviation from the observed data at t=16–
76 s, which is not discernible in Fig. 2. The matter flow is
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Figure 1. The 22Mg(α , p)25Al rates. The uncertainty of the
present rate (red zone) is estimated via Monte Carlo calcula-
tion considering all errors from the present experimental mea-
surement. Both possible rates with Jπ (10.875 MeV)= 3+ or
4+ are not distinguishable, plotted as a green line and labeled
as ¡°alternative Jπ = 3+ or 4+.¡ ± Randhawa et al. [8] rate
uncertainty is the blue zone. Inset: the ratios of Randhawa et
al., or alternative Jπ = 3+ or 4+ or 22Mg(p, γ)25Al rate to the
present 22Mg(α , p)25Al rate.

more siphoned out to 22Mg(p,γ)23Al(p,γ)24Si(α, p), en-
riching more proton-rich nuclei nearer to dripline past the
sd-shell. These nuclei burn hydrogen after the burst peak
and enhance the lightcurve at t=16–76 s, depleting hydro-
gen that is to be burnt by further (p,γ) reactions at later time
t=80–150 s. Hence, the observed lightcurve profile at t=80–
150 s is noticeably reproduced. Therefore, the present work
experimentally validates the predicted lightcurve trend in
Ref. [3] and enhances a state-of-the-art model to remark-
ably reproduce the GS 1826−24 lightcurve with mean de-
viation <9 %. In the latest model by Randhawa et al. [8]
(the blue line in Fig. 2), a similar trend is manifested at t=8–
64 s, however, it deviates their baseline model farther away
from observation.

D

D

Figure 2. The best fit baseline and Present modeled lightcurves
to the observed lightcurve of epoch Jun 1998, and the best fit
Randhawa et al. [8] lightcurves to epoch Sep 2000. The mag-
nified lightcurves at the burst peak and t=20–70 s are shown
in the left and right insets, respectively.

In summary, we performed a new measurement of
25Al+p resonant scattering with the capability to select and
measure proton resonances contributing to the 22Mg(α, p)
reaction at XRB temperature. The 22Mg(α, p) rate was de-
duced based on the level properties of the corresponding
resonances. The improved nuclear physics input permits us
to better reproduce the observed GS 1826−24 light curves
than the previous model. For more details please refer to
our published paper [13].
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X-ray burst is a stellar phenomenon that occurs in a cer-
tain type of binary star system. During the X-ray bursts,
heavy elements up to the Sn-Sb-Te region can be synthe-
sized within few seconds. The study of α p-process, which
is composed of alternating (α , p) and (p, γ) reactions, is im-
portant to understand the mechanism of X-ray burst. Due to
the difficulties of implementing experiments, most of the
important reaction rates for α p-process reactions are ex-
perimentally less understood.

The 26Si(α , p)29P reaction rate is related with abundance
of 26gAl (T1/2 = 7 × 105 y). During decay of 26Al, the
characteristic 1.808-MeV γ-rays are emitted. By compar-
ing the observational results and experimental predictions,
the γ rays may provide useful information about nucleosyn-
thesis. The effect of nuclear reaction rate variations in the
abundances of nuclei in the X-ray burst were investigated by
Parikh et al. [1]. The results indicate that the 26Si(α , p)29P
reaction rate significantly affects the abundance of 26gAl.

Another motivation for the 26Si(α , p)29P reaction mea-
surements comes from the light curves of X-ray burst. Cy-
burt et al. [2] investigated the many thermonuclear reactions
that might affect the shape of the light curve of X-ray bursts.
Among the various nuclear reactions, the 26Si(α , p)29P re-
action was classified as one of the ’Category 1’ and ’Cate-
gory 2’ reactions for the single zone and multi zone model,
respectively, which means that the 26Si(α , p)29P reaction
plays a significant role in understanding the burst light
curves.

To estimate the 26Si(α , p)29P reaction rate, the properties
of energy levels in 30S should be studied. Considering the
Gamow window of the reaction at X-ray burst temperatures
(T = 1 - 3 GK), 30S energy levels at the energy range of
Ex = 10 - 14 MeV are important for the astrophysical reac-
tion rate. Although energy levels in 30S have been studied
many times over the years [3–6], the levels located above
the α threshold are not well studied. In Ref [6], several
energy levels in the Gamow window region were studied
through the 28Si(3He, n)30S- and 32S(p, t)30S- transfer re-
action measurement. The energy levels only up to about
Ex = 12.4 MeV were investigated. Moreover, the spectro-
scopic factors of the levels above Ex = 10 MeV could not be

Target Chamber

PPACs

Silicon telescope

4He target gas

Window

26Si a, p

Figure 1. A schematic diagram of the experimental setup at the
last focal plane is shown.

constrained.
In order to study the energy levels in 30S, the

26Si(α , α)26Si resonant scattering was measured in inverse
kinematics at Center for Nuclear Study Radioactive Ion
Beam Separator (CRIB) [7] of the University of Tokyo. By
adopting the thick target method [8], wide energy range of
30S levels (Ex = 10.9 - 16.3 MeV) could be investigated. The
radioactive 26Si(T1/2 ∼ 2.23 s) beam was produced through
the 3He(24Mg, 26Si)n reaction. A primary 24Mg8+ beam
from the AVF cyclotron at Ebeam = 7.56 MeV/u bombarded
the 3He gas target of 1.15 mg/cm2. The 3He gas was con-
fined in a gas cell by 3-µm-thick Mo foils. The gas cell was
cooled by liquid nitrogen [9] to increase areal density of the
target. To separate the 26Si14+ ions from rest of secondary
particles, the magnetic rigidity of 0.571 Tm and a slit of 20
± 10 mm placed at the momentum dispersive focal plane
were set. The Wien Filter voltage of ± 86 kV were also set
to increase 26Si14+ beam purity.

A schematic diagram of the experimental setup at the last
focal plane of CRIB is shown in Figure 1. The 26Si beams
at the energy of 2.01 MeV/u were delivered to the target
chamber. The position and time information of beam parti-
cles were measured by two Parallel Plate Avalanche Coun-
ters (PPACs). To identify the 26Si beam particles, the time-
of-flight (TOF) between the AVF cyclotron and PPAC was
used. The TOF between two PPACs was also used. The
typical 26Si beam intensity was 1.4 × 104 pps and the beam

19



alpha scattering data
Ar gas data

Energy of alpha particle [MeV]

C
o
u
n
ts
 p
e
r 
1
0
0
 k
e
V

0 5 10 15 20 25 30

1
0

1
1
0
0

1
0
0
0

Figure 2. A preliminary alpha energy spectrum is shown. The
black solid histogram and red solid histogram indicate the α
particles energies from 4He- and Ar-gas runs, respectively.

purity was ∼ 18.8 %. The reaction target chamber was filled
with 4He gas target at 250 Torr. The aluminized mylar win-
dow with a thickness of 10-µm was used to isolate the 4He
gas from the vacuum.

The recoiling particles were identified by five silicon de-
tector telescopes using the standard energy loss techniques.
The W1-type silicon detectors of the Micron Semiconduc-
tor were used to form the telescopes. The W1-type silicon
detector has 50 × 50 mm2 active area and 16 strips. Each
strip of silicon detectors was calibrated by using α-emitting
source. The α and proton beams at various energies (6, 10,
16, 19, 21 and 24 MeV) were also used for the calibration.
In order to investigate backgrounds, the measurement with
53.5 Torr of noble argon gas target was also performed.

To identify the events coming from the 26Si(α , α)26Si
reactions, the coincidence between the α particles and the
26Si beams was required. By requiring the coincidence, the
events from contamination could be rejected. To estimate
the contribution from the beam-like α particles, the timing
gate for alpha particles was applied. The preliminary result
for the α energy spectrum obtained at the 0 degree telescope
is shown in Figure 2. The spectrum obtained with argon
gas target is also shown in the figure as the red solid line.
The strong peak near Eα = 14 MeV is evident in the both
spectra, which is originated from the contaminations in the
secondary beam. Comparing the normalized background
run and the 4He gas run, the effects of contaminated beam
particles could be subtracted.

To obtained the excitation function of 26Si(α , α)26Si re-
action, the α energy will be converted to the center-of-mass
energy of the 26Si + α system (Ec.m.) by considering the
kinematics of reaction and the energy loss of particles in
the gas target. Using the position and energy information of
the beam and alpha particles, the reaction vertex will be also
reconstructed. Comparing the empirical excitation function
with the theoretical R-matrix calculations, the information
of levels in 30S such as excitation energy, spin, parity and α
partial width will be extracted. The 26Si(α , p)29P reaction
rate will be obtained based on the level information.
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Precise laser spectroscopy of radioisotopes has a potential
to lead to the discovery of nuclear structure and fundamen-
tal symmetries. In particular, it is known that Fr has an
enhancement effect of permanent electric dipole moment
(EDM) of electrons to be 799 times [1]. The effect of eEDM
appears as a slight shift of resonant frequency between the
atomic energy levels. To detect the frequency shift it is nec-
essary to cool and trap Fr atoms and to do high-precision
laser spectroscopy. A laser cooling experiment using un-
stable isotopes is challenging because of its short lifetime
and low production rate. In this report, a description of a
magneto-optical trap (MOT) apparatus we have developed
is provided and an evaluation result of our Fr production-
trapping beamline is reported.

MOT is a technique that produces cooled atoms using
magnetic gradient and circularly polarized laser. In order to
create magnetic gradient in 3D for confining cooled atoms,
anti-Helmholtz coil is often used. The loss rate from the
trap depends on the pressure of the trap region due to colli-
sions between trapped atoms and background gas so a pres-
sure below 10−9 Torr is typically required. The lifetime of
the trapped atoms at 10−9 Torr is a few seconds. The pro-
ducing rate of Fr is very low so we should prepare Ultra-
High Vacuum (UHV) pressure equipment.

Shown in Figure 1, the coils are installed in the vacuum
apparatus, which makes the coil size small. We need less
current to produce magnetic gradient due to the compact
size coils. The outside diameter of the bobbin used to wind
the coil is 11 mm and the height is 18 mm. The magnetic
gradient generated by the anti-Helmloltz coils was 9.1 G/cm
for an applied current of 0.479 A.

The trap apparatus is shown in Figure 2. To produce
UHV system we use turbomolecular pump, sputter ion
pump, and non evaporable getter (NEG) pump. NEG pump
which is made of active metals and alloys can remove
molecular gas such as H2O, CO, CO2, O2, and N2 using
chemical changes that occur on the active surface. Inert
gases such as noble gases cannot be pumped with NEG, but
the sputter ion pump which is connected to the NEG can re-
move these gases. The benefits of using the NEG pump are
that it does not need power supply and does not vibrate with
mechanical motion. The pressure of the system reached be-
low 10−11 Torr using these pumps and the lifetime of the
trapped 87Rb atoms achieved 60 seconds.

Unlike other experiments using stable atoms, the produc-
tion rate of Fr is very small so the number of trapped Fr
atoms may be very small. Therefore, an observation system
that can detect slight fluorescence emitted by trapped atoms
is necessary. Figure 3 shows the construction of the obser-

anti-Helmholtz coil

Figure 1. Sketch of anti-Helmholtz coils. These coils are mounted
inside the MOT apparatus.

Figure 2. Magneto-optical trap apparatus for trapping Fr atoms. A
turbomolecular pump, sputter ion pump, non evaporable pump
are indicated.

vation optical system we assembled. When we detect the
fluorescence of trapped atoms, the major noise is laser light
scattered on the viewports. The trapping laser light power
is typically a few mW and the fluorescent power emitted by
a few atoms in the MOT is below pW using our detection
system. To reduce the scattered light we installed a pinhole
that shut off the light coming in except for the trap center
and an anti-reflective coating is applied to the viewports.
In addition, we use a bandpass filter (BPF) that transmits
the light whose wavelength is the same as fluorescent light
emitted by trapped atoms. The fluorescence is detected us-
ing a CMOS camera and a photomultiplier (PMT). With
the CMOS camera, we define a region of interest and we
achieved the detection of the fluorescent light emitted by a
few atoms in the trap region.

We installed the MOT apparatus to our beamline. Then
we did the test of the beamline using rubidium (Rb) atoms
and evaluated the efficiency of the atom production, trans-
port, and trapping. Main components of our beamline are a
surface ionizer, neutralizer, and MOT apparatus. In the sur-
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Figure 3. Schematic diagram of the optical system (BPF = band-
pass filter, BS = beam splitter, PMT = photomultiplier). The
fluorescence of trapped atoms is detected by two detectors, the
CMOS camera and PMT.

face ionizer, Fr atoms are produced via the nuclear fusion
reaction, 197Au(18O,xn)215−xFr, and are extracted using
electrodes. We can produce a 210Fr ion beam of 5× 106/s
[2]. The beam energy is typically 100 eV. 210Fr ions are ac-
cumulated on the surface of a yttrium (Y) foil for 3 minutes.
After accumulating 210Fr ions Y is moved to the position
under the MOT apparatus and is heated to 800 K using an
infrared (IR) heater. 210Fr atoms are desorbed from Y sur-
face as neutral atoms since the work function of Y is smaller
than the ionization potential of Fr. Then neutral 210Fr atoms
pass through a capillary with anti-absorption coating on the
inside wall and reach the MOT chamber.

Frequency-stabilized lasers are needed for the MOT of al-
kali atoms. We use a Ti:sapphire laser as a trapping laser (Fr
D2 line, 718 nm) and a homemade interference-filter type
external-cavity diode laser (ECDL) as a repumping laser (Fr
D1 line, 817 nm) to trap Fr atoms. In addition, we use a
homemade Littrow-type ECDL (Rb D2 line, 780 nm) and
DFB laser (Rb D1 line, 795 nm) to trap Rb atoms. These
lasers are simultaneously stabilized using a wavelength me-
ter. The lasers are overlapped and divided into three passes
for 3D MOT, then propagate to the MOT apparatus through
400 m plus 40 m polarization maintaining (PM) fibers [3].
The 40 m PM fibers are connected to three collimators at-
tached to the MOT apparatus and the collimators expand
the laser beam diameter to 17 mm. The collimator, a polar-
izing beam splitter, a half-wave plate, a quarter-wave plate,
and an aperture are connected using a cage system. The
aperture shapes the beam diameter by 10 mm. The trapping
laser power is 14 mW/axis and the repumping laser power
is 1 mW/axis. The magnetic gradient is 13 G/cm. The pres-
sure of the trap region is 10−10 Torr and gets worse to 10−8

Torr during the heating of the Y foil.
Optimization and evaluation of the beamline are per-

formed using 87Rb atoms provided by a Rb dispenser that
is installed in the Fr ionizer. Figure 4 (a) shows a picture
of the trapped 87Rb atoms with the CMOS camera and Fig-
ure 4 (b) shows a current signal from the PMT. We have
confirmed that the surface ionizer, the neutralizer, and the
MOT apparatus functioned reasonably using 87Rb atoms. It
is possible to measure the beam intensity of ions extracted
from the Au target by detecting the beam current from a
Faraday cup. We estimated that 4.7×1011 87Rb ions accu-
mulated on the surface of the Y foil. Then we moved the
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Figure 4. Typical detection signal of trapped atoms by the CMOS
camera (a) and PMT (b). An exporsure time of the CMOS
camera was set 500 ms.

Y foil under the MOT apparatus and heated the Y foil for
five seconds. As a result, we observed 1300 trapped atoms.
Therefore the ratio of the number of accumulated atoms on
the Y foil to the number of trapped atoms is estimated at
about 10−9. Here the current detected by the Faraday cup
attributed only to Rb atoms. The number of atoms accumu-
lated on the Y foil can be estimated more precisely using
210Fr atoms by detecting alpha particles that are produced
by the decaying 210Fr nuclei. A detection chamber of alpha
decay is attached to our beamline. A silicon semiconductor
detector (SSD) is put in the detection chamber to detect the
alpha particles which come from 210Fr nuclei on the Y foil.
Before and after heating the Y foil, it is moved under the
SSD in the detection chamber and a count rate is measured
for a few seconds. We confirmed that 108 210Fr atoms accu-
mulated on the Y foil and at most 30 % of the 210Fr atoms
are desorbed from the Y foil by heating. During a sequence
of the Fr production, accumulation, and heating of the Y
foil, we constantly measured the fluorescent signal with the
CMOS camera and PMT. We compared the signal before
and after heating the Y foil but we have not observed sig-
nificant differences which means that the amount of trapped
Fr atoms was not enough to observe with our fluorescence
detection system.

We developed and installed an MOT apparatus. To pro-
duce laser cooled Fr source, optimization of the beamline is
in progress.
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Global commissioning of the ALICE upgrade in 2021
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1. Introduction
ALICE is one of the large experiments at the Large

Hadron Collider (LHC) in CERN [1]. ALICE is designed
to study the strongly interacting matter composed of de-
confined quarks and gluons, called quark-gluon plasma, at
extreme energy densities by ultra-relativistic heavy-ion col-
lisions. The ALICE detector consists of central barrel and a
forward muon spectrometer and provides the capabilities to
measure as many observables as possible for a wide cover-
age of transverse momentum and pseudo-rapidity [1].

A major upgrade of the ALICE detector has been con-
ducted during the 2nd Long Shutdown (LS2, 2019-2021)
of the LHC. ALICE will inspect 50 kHz Pb-Pb collisions
in Run3 and 4 (2022-2029) and record all minimum bias
events delivered by the LHC, which increases the integrated
luminosity of Pb-Pb collisions by ×50-100 compared to
that in Run 2. The 6 layers of silicon detectors (ITS) are
replaced with a 7 layers of new silicon pixel detectors. This
new tracker is made up of about 25000 Monolithic Active
Pixel Sensors with fast readout and with reduced material
thickness down to 0.3% (inner layers) - 1% (outer layers)
of the radiation length and a granularity of 28×28 µm2 [2].
The second major upgrade is to replace the MWPC-based
readout chambers of the Time Projection Chamber (TPC)
with Micro Pattern Gaseous Detectors [4]. The new read-
out chambers consist of stacks of 4 Gas Electron Multi-
plier (GEM) foils with different hole pitches to suppress ion
backflow less than 1%. The third major upgrade is the new
readout and online DAQ system, which handles 3 TB/s raw
data rate [5]. This new DAQ system is called O2 (Online-
Offline). The data is read out continuously from detectors
and is reconstructed in several steps synchronously in the
First Level Processors (FLP) and Event Processing Nodes
(EPN) to compress the data rate down to ∼100 GB/s. Tra-
ditional CPUs are unable to handle such huge data rate for
synchronous reconstruction and therefore ALICE employs
GPUs to accelerate the processing in the EPN. The EPN
farm consists of 250 computing servers and each server
houses 8 GPUs (AMD MI-50 GPU).

The author has been an ALICE Run Coordinator since
2019. In 2021, the author was fully responsible to com-
plete the ALICE global commissioning and to validate data
taking and processing with the new systems and infrastruc-
ture using pp collisions at

√
s = 900 GeV, which was con-

ducted as a part of the commissioning of the LHC machine
in preparation for Run 3.

2. ALICE Global Commissioning
After three years of the upgrade activities and installa-

tion of the ALICE upgrades, ALICE started global com-
missioning in July 2021 to embark on a new data-taking

period. Upgraded detectors and their new readouts were in-
tegrated into O2. ALICE integrated all important workflows
for synchronous processing in EPNs such as the TPC clus-
tering and tracking in GPUs, ITS clustering and tracking,
and global track matching between ITS, TPC, and outer de-
tectors. Those workflows were extensively tested using cos-
mic data taking in September and October and their stabil-
ity was verified with the large number of EPNs (70-140 out
of 250). While ALICE was progressing with cosmic data
taking and full chain of O2 readout validation, ITS detec-
tor was commissioned with several calibrations (noise and
threshold), which were essential to preserve online track-
ing capabilities with high efficiencies. After the optimized
threshold was deployed, fake-hit rate of the ITS was be-
low 10−8/pixel/event. Figure 1 shows the efficiency of ITS
outer barrel layers (left: bottom layers, right: top layers) as
a function of track quality for cosmics. More than 99% of
efficiency was achieved.

Figure 1. Hit detection efficiency for ITS outer layers as a func-
tion of cosmic track quality. Left and right shows for bottom
and top ITS outer layers.

Noise performance and noise rejection in the cluster find-
ers in the TPC were also optimized to preserve tracking and
PID performances of the TPC. Moreover, krypton calibra-
tion was performed in the TPC for pad-by-pad gain equal-
ization and a laser system was commissioned to calibrate
drift velocity.

3. LHC Pilot Beam Tests
From middle of October, pilot beams were circulated

in the LHC at the LHC injection energy corresponding√
s = 900 GeV, as a part of the commissioning of the ma-

chine in preparation for Run 3. ALICE used this opportu-
nity to understand the responses of the upgraded detectors
with collisions and the performance of the new O2 system
as well as to advance the full offline reconstruction, global
calibrations, and Run3 analysis framework.

On the first day of pilot beam collisions, ALICE commis-
sioned two detectors providing the luminosity to the LHC.
Afterwards, ALICE went into the steady continuous data
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taking mode with all synchronous processing in EPN. Fig-
ure 2 shows the ALICE event display for one time frame
data, which contains 128 orbits (11.5 msec) and 6 colli-
sions on average. ITS and TPC matched tracks are shown
in the central barrel, where the TPC clustering and track-
ing are done synchronously via GPUs in EPN. Figure 3
shows the online reconstructed energy loss dE/dx in the
TPC as a function of momentum, where clear separation of
charged particles (e, µ , π , K, proton, deuteron) are visible.
Newly upgraded TPC shows excellent PID capabilities are
preserved. Figure 4 shows the primary vertex reconstruc-
tion done synchronously by newly upgraded ITS.

Figure 2. ALICE event display from one time frame

Figure 3. TPC dE/dx as a function of momentum

During the pilot run, ALICE took data with three differ-
ent magnet settings for Solenoid and Dipole magnets for the
study of global alignment. In total, data taking lasted for
28 hours out of 42 hours of collisions, during which time
ALICE accumulated sufficient statistics for making further
studies. The online systems were validated with large num-
bers of EPNs, where stable data taking with all online pro-
cessing for many hours was achieved. ALICE collected
about 60 million collisions and fed into asynchronous re-
construction for further deep analysis and development of
calibration and analysis framework for Run 3. Figure 5
shows the comparison of efficiency-corrected charged par-
ticle multiplicity density in pp collisions at

√
s = 900 GeV

measured in the pilot beam tests and published results,
where one can see the good agreement over the measured
pseudo-rapidity ranges.

The success of the LHC pilot beam tests marks a precious
milestone for ALICE ensuring that detectors and new O2

systems are fully operational.

Figure 4. ITS primary vertex reconstruction in transverse plane
(upper) and collision axis (lower)

Figure 5. Charged particle multiplicity density measured in pilot
beam tests
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Production of direct photons via internal conversions in Pb–Pb collisions at√
sNN = 5.02 TeV with ALICE at the LHC

D. Sekihata and T. Gunji
Center for Nuclear Study, Graduate School of Science, University of Tokyo

1. Introduction
The goal of performing high-energy heavy-ion collisions

is to understand the properties of the quark-gluon plasma
(QGP), which is a phase of matter composed of deconfined
quarks and gluons under extreme conditions at high temper-
ature and high energy density [1, 2]. Photons and dileptons
are one of the tools to investigate the space-time evolution
of the high-energy heavy-ion collisions. These electromag-
netic probes are produced by various sources during the en-
tire evolution and traverse the medium without strong inter-
action. Thus, they carry undistorted information at the time
of their production [3].

Thermal Photons emitted from partonic and hadronic
phases, and prompt photons produced by the initial hard
scattering are called direct photons. Thermal photons carry
information on the thermodynamics of the system and
prompt photons are suitable for testing perturbative QCD
(pQCD) calculations. Experimentally, the hadronic back-
ground is dominated and subtracted from inclusive photons
by “hadronic cocktail” which simulates photons from all
known hadronic decays. Photons from hadron decays are
simulated based on their measured yields with detector real-
istic resolution. For the non-measured hadrons, their trans-
verse momentum (pT) spectra are scaled from the measured
pions called mT-scaling technique.

The measurement of real direct photons at low pT is chal-
lenging due to the large background from π0 decays which
amounts ∼ 85 % of total backgrounds, followed by η ∼
12%, ω ∼ 2% and η ′ ∼ 1%. Alternative approach to mea-
sure the direct photons is to measure direct virtual photons
via dielectron channels. One of the advantages of dielec-
trons compared to real photons is that the dominant back-
ground of π0 decays is significantly reduced by measuring
virtual direct photons in the dielectron invariant mass (mee)
region above π0 mass 135 MeV/c2. The fraction of direct
virtual photons over inclusive virtual photons in the kine-
matic range of quasi-real photons (pT,ee ≫ mee) is expected
to be equivalent to that of real photons in the mass-less limit
mee → 0. Therefore, the measurement of direct virtual pho-
tons decaying into dielectron is independent and comple-
mentary to that of direct real photons [4].

2. Analysis
In November and December of 2018, ALICE took data

in Pb–Pb collisions at
√

sNN = 5.02 TeV with enhanced
triggers for central semi-central collisions. The number of
events for physics analyses is 65 M in the 0-10% and 55 M
in the 30-50% centrality classes respectively. In this anal-
ysis, charged particles with pT > 0.2 GeV/c and pseudo-
rapidity |η |< 0.8 are selected. The tracking detectors at the
central barrel of ALICE are Inner Tracking System (ITS)

consisting of 6 silicon layers and Time Projection Chamber
(TPC). For the electron identification, the specific ionizing
energy loss in unit length dE/dx measured in ITS, TPC and
the time of flight with the TOF detector are used.

In the pair analysis, there are huge combinatorial back-
grounds in unlike-sign pairs (ULS: e+e−). The combinato-
rial background is estimated by the like-sign technique (LS:
e+e+ or e−e−). Signal S is defined as

S = N+−−2R×
√

N++ ·N−−,

where R is a correction factor for different detection effi-
ciencies between electrons and positrons obtained from the
event mixing technique by

R =
Nmix
+−

2×
√

Nmix
++ ·Nmix

−−

The reconstruction efficiency for dielectron pairs is evalu-
ated in the Monte-Carlo simulation together with detector
response.

3. Results and discussions
The efficiency-corrected dielectron invariant mass (mee)

spectrum is shown in Figure 1.
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Figure 1. The mee spectrum in 0–10% central Pb–Pb collisions
at

√
sNN = 5.02 TeV. The vertical bar shows statistical error,

while the box shows the systematic error.

Then, the direct virtual photon signal is extracted from
the mee spectrum with the template fit consisting of 3 com-
ponents. The fitting function is defined as

dN
dmee

= r× fdir +(1− r)× fLF + fHF,
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where fLF is the light-flavor cocktail, fHF is the heavy-
flavor cocktail and fdir is the direct photon template given
by Kroll-Wada formula [5] which describes the relation be-
tween real photon production and dielectron production.
The r is the only free parameter and is interpreted as di-
rect photon fraction (γdirect/γ inc). In order to avoid the
π0 → e+e−γ (Dalitz) decays, The fitting is performed in the
mass range of 0.12 < mee < 0.34 GeV/c2. Both fdir and fLF
are separately normalized to the data at mee < 30 MeV/c2,
because a process dependent factor of the pi0 Dalitz decay
is close to unity in this mass region. Thus, the functional
forms of fdir and fLF are identical. fHF is absolute normal-
ization. An example of the template fit is shown by Figure
2.
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Figure 2. The template fit for direct photon extraction in
0–10% central Pb–Pb collisions at

√
sNN = 5.02 TeV for

1.2 < pT < 1.6 GeV/c.

Finally, the direct photon yields are constructed by γdir =
r× γ inc. The inclusive photon γ inc is measured with photon
conversion method at the same energy in the same central-
ity class. Figure 3 shows the pT spectrum of the direct pho-
ton in 0–10% central Pb–Pb collisions at

√
sNN = 5.02 TeV

compared with theoretical models. The dominant system-
atic uncertainty is due to the fit range variation and the light-
flavor cocktail. The new ALICE data points are slightly
higher than the pQCD calculation (i.e. photons from hard
scatterings at the initial stage). On the other hand, the state-
of-the-art model including photons from pre-equilibrium,
thermal radiations and hard photons [6] tends to overpre-
dict the direct photon yields at low pT.

4. Summary and outlook
The measurement of dielectron production is performed

in 0–10 % central Pb–Pb collisions at
√

sNN = 5.02 TeV
recorded in 2018. The virtual photon signal is extracted
from the mass range of 0.12 < mee < 0.34 GeV/c2. The
direct photon yields are higher than the pQCD calculation,
which can be interpreted as thermal contributions. On the
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Figure 3. The direct photon spectrum in 0–10 % central Pb–Pb
collisions at

√
sNN = 5.02 TeV compared with theoretical

models.

other hand, the state-of-the-art model including photons
from pre-equilibrium, thermal radiations and hard photons
tends to overpredict the direct photon yields at low pT.
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Direct photon production in inelastic and high-multiplicity proton-proton
collisions at

√
s = 13 TeV via internal conversion technique
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Center for Nuclear Study, Graduate School of Science, University of Tokyo

1. Introduction
Dielectron production is a powerful tool to investigate the

properties of the quark-gluon plasma (QGP) created in rela-
tivistic heavy-ion collisions, as they carry information about
the temperature of the medium and its space-time evolu-
tion without any distortion due to final-state interactions.
Dielectron measurements in pp collisions serve as a refer-
ence for heavy-ion studies. Up to date, results of such mea-
surements at the LHC and at RHIC, no significant sign of
medium modification has been reported. However, in re-
cent studies, the collective behavior of hadrons has been
observed in high-multiplicity pp and p-Pb collisions at the
LHC [1, 2] and at RHIC similar to previous observations in
heavy-ion collisions. If a hot QGP-like medium is created
in such small colliding systems, it should give rise to an
additional contribution of electromagnetic radiation in the
direct photon spectrum. For each real direct photon produc-
tion mechanism, an associated process producing a virtual
photon that converts to a low mass dilepton exists as well.
These processes referred to as internal conversions, allow
for the measurement of virtual photons with a better signal-
to-background ratio compared to real direct photon analysis
at low transverse momentum, which is where the thermal
radiation signal sits. In the previous measurement [3], vir-
tual photon measurement was performed using 2016 data
set and only upper limits are set due to large systematic un-
certainties. In this analysis, we measured dielectron spectra
and extract direct photon fraction using the full ALICE Run
2 datasets.

2. Analysis
Minimum-bias (MB) and high charged particle multiplic-

ity (HM) triggered events are analyzed. Both events trig-
gered requiring simultaneous inputs of V0 detectors made
of two arrays of scintillation counters placed on forward and
backward of the ALICE interaction point. MB and HM trig-
gers have the same trigger logic, but the latter additionally
requires a signal above a threshold that is determined by V0
detectors. Corresponding integrated luminosity are Lint,MB
= 30.3 nb−1, Lint,HM = 6.08 pb−1 respectively. Tracking is
performed using ALICE central detector system consists of
the Inner tracking system (ITS), the Time Projection Cham-
ber (TPC). Tracks are selected in the kinematic range of
|ηe| < 0.8 and pT,e > 0.2 GeV/c. Particle identification
is based on the energy loss of TPC and Time-of-Flight in-
formation of TOF detector. The selected electron pairs are
combined into Unlike-sign pairs (ULS). The ULS mass dis-
tribution contains correlated signal pairs and combinato-
rial background which has uncorrelated nature. The back-
ground is estimated by constructing a like-sign (LS) pairs

and subtracted from LS pairs considering different accep-
tance for ULS and LS using the event mixing technique.
Then, the spectrum is corrected for the pair reconstruction
efficiency using Monte Carlo simulation. Dielectron con-
tributions from known hadron decays are estimated from a
MC simulations. Light-flavor hadrons (π0,η ,η ′,ρ,ω,ϕ ),
J/ψ semileptonic decay of heavy-flavor hadrons are con-
siderd. π0,η ,ϕ and J/ψ spectra measured in pp collisions
at
√

s = 13 TeV are taken as inputs. They are parameterized
by a fitting. For η meson, instead of direct fitting to the
spectrum, a method which makes use of particle ratio η/π0

was developed and adopted [4]. In this method, η is built
from the product of η/π0 and π0 which allows us to reduce
systematic uncertainty significantly. η ′,ρ,ω are parameter-
ized using phenomenological scaling law called mT scaling.
e+e− from heavy-flavor hadron decays are estimated using
PYTHIA6 and normalized to the measured cross section at
mid-rapidity. For the HM cocktail, cross sections are scaled
by multiplying pT dependent enhancement factor as J/ψ
and heavy-flavor contributions depend on charged particle
multiplicity. Figure 1 and 2 show the dielectron invariant
mass spectra in MB and HM events. Data and cocktail are
consistent with unity and full mass range is under control.

Figure 1. Dielectron invariant mass spectra in MB events.

The fraction of virtual photon is defined as the ratio of
direct to inclusive photon, which is the same as for real as
well as virtual photon at massless limit

r =
γdir

γincl
=

γ∗dir
γ∗incl

∣∣∣
m=0

. (1)

r can be extracted in the kinematic region of mee ≪ pT,ee,
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by a fitting to the e+e− invariant mass distribution above π0

mass. The function is given by

dσ/dmee = r fdir(mee)+(1− r) fLF(mee)+ fHF(mee), (2)

where fLF(mee) and fHF(mee) are contributions from light-
flavor and heavy-flavor decays, fdir(mee) is the shape of
direct photon contribution described by Kroll-Wada for-
mula [6]. Here fHF(mee) is fixed to produced open charm
and beauty cross sections at mid-rapidity. fLF(mee) and
fdir(mee) are normalized independently to the data below
40 MeV/c2 in which Dalitz decay and direct photons where
they have same 1/mee dependence. Then, the direct photon
fraction r is the only fit parameter, determined by the fitting
to the data in the mass interval 0.14 < mee < 0.32 GeV/c2

as shown in Fig.2.
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Figure 2. Extraction of virtual photon fraction r in MB events.
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Figure 3. Virtual photon fraction as a function of pT (GeV/c) in
MB events

3. Results and summary
Extracted r as a function of pT are shown together with

previous study (Fig.3 and Fig.4). Systematic uncertainty is
significantly reduced and allows us to extract virtual photon
fraction. Results compatible with pQCD calculation and
no significant direct photon fraction in MB. No sign of an
increase direct photon fraction in HM was found.
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Figure 4. Virtual photon fraction as a function of pT (GeV/c) in
HM events
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Measurement of long-range two-particle correlation and pseudorapidity
dependence of v2 with ALICE

Y. Sekiguchi for the ALICE Collaboration
Center for Nuclear Study, Graduate School of Science, the University of Tokyo

1. Introduction
The long-range correlations in the rapidity space, called

"ridge", were first observed in Au–Au collisions at
√

sNN=
200 GeV at RHIC [1, 2]. The long-range correlations
are well understood as derived from the collective expan-
sion of the initial collision geometry and its fluctuations
in heavy-ion collisions. Similar long-range correlations
have been observed in high-multiplicity pp and p–Pb colli-
sions at the LHC [3]. The measurements of ridge structure
with large rapidity gap and different collision systems are
important for quantifying the final-state interactions. We
present results on long-range two-particle correlations with
pseudorapidity gap |∆η | ∼ 8, which is an unprecedented
∆η range at the LHC, and extracted the second-order az-
imuthal anisotropy as a function of pseudorapidity (v2( ))
at −3.1 < η < 4.8 in pp collisions at

√
s=13 TeV, and p–Pb

and Pb–Pb collisions at
√

sNN=5.02 TeV.

2. Experimental setup
The main sub-detectors in this analysis are the Time Pro-

jection Chamber (TPC) and the Forward Multiplicity De-
tector (FMD). The TPC is used for charged particle track-
ing. It covers a pseudorapidity of |η | < 0.8, where a 2π
coverage in azimuthal angle is ensured. The FMD is located
at −3.4< η < −1.7 (FMD3) and 1.7< η <5.1 (FMD1,2)
with 2π acceptance in azimuthal angle. The FMD is not a
tracking detector. However, it can measure the multiplic-
ities with a granularity of ∆φ = 1/20π and ∆η = 0.05.
For event trigger and centrality determination, the V0 de-
tectors, which are located at −3.7< η < −1.7 (V0C) and
2.8< η <5.1 (V0A), are used. Minimum-bias events are
triggered by using a coincidence signal between V0A and
V0C. The high-multiplicity trigger based on the sum of
V0A and V0C multiplicity is used for the pp analysis. The
positive pseudorapidity is in the Pb-going direction in p–Pb
collisions.

3. Analysis
The two-particle correlations between trigger and asso-

ciated particles are measured as a function of the pseudora-
pidity difference ∆η and the azimuthal angle difference ∆φ
for a given event. The TPC can measure the track of charged
particles one by one, however, the FMD is not a tracking de-
tector and the multiplicity measured in each FMD segment
is treated as the number of tracks in the average φ and η of
each segment. The correlation function as a function of ∆η
and ∆φ between two charged particles is defined as

1
Ntrig

d2Nasso

d∆ d∆’
=

S(∆η ,∆φ)
B(∆η ,∆φ)

, (1)

where Ntrig is the total number of triggered particles in the

event class, the signal distribution S(∆η ,∆φ) = 1
Ntrig

d2Nsame
d∆ d∆’

is the associated yield per trigger particle in the same event,
and the background function B(∆η ,∆φ) = α d2Nmixed

d∆ d∆’ is the
pair yield between trigger in one event and associated par-
ticles from other events with the same multiplicity and
primary-vertex position along the beam direction. The α
factor is chosen so that B(∆η ,∆φ) is unity at the maxi-
mum bin. By dividing S(∆η ,∆φ) by B(∆η ,∆φ), pair ac-
ceptance and pair efficiency are corrected. Figure 1 shows
the associated yield per unidentified hadron trigger particles
for TPC-FMD1,2 (left) and TPC-FMD3 (center) with 0.2<
ptrig

T <3 GeV/c and FMD1,2–FMD3 correlations (right) in
pp, p–Pb, and Pb–Pb collisions with the similar multiplicity
class (⟨Nch,|η |<0.8⟩ ∼43 in Pb–Pb, ⟨Nch,|η |<0.8⟩ ∼47 in p–
Pb, and ⟨Nch,|η |<0.8⟩ ∼33 in pp), where these multiplicities
correspond to top 20% p–Pb and top 0.1 % pp collisions,
respectively. The long-range correlations in the near-side
(−π/2 < ∆φ < π/2) can be observed up to ∆η ∼ 8(6) in
all three collisions.
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Figure 1. Correlation functions between TPC-FMD1,2 (left),
TPC-FMD3 (center), and FMD1,2-FMD3 (right) in pp (top),
p–Pb (middle), and Pb–Pb (bottom) collisions with similar
multiplicity, respectively.

The template fitting procedure [4] is applied to reduce
the non-flow contamination due to jets and resonance decay.
The correlation function is assumed to be a superposition
of scaled distributions in low multiplicity events and flow
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components as below.

Yhigh(∆φ) = FYlow(∆φ)+G{1+2
3

∑
n=2

Vn cos(n∆φ)} (2)

Yhigh(∆φ) and Ylow(∆φ) are the correlation functions in
high and low multiplicity events, respectively. F,G,Vn are
free parameters. V2 is the product of v2(η1) and v2(η2). The
azimuthal anisotropy, v2, at a certain acceptance is obtained
by three relative modulations as

v2(ηA) =

√
V2(ηA,ηB)V2(ηA,ηC)

V2(ηB,ηC)
, (3)

where (A,B,C)=(FMD1,2,TPC, FMD3). Since the mea-
sured pT region is different between TPC and FMD, it is
necessary to extrapolate v2 of the TPC region to pT ∼ 0 in
order to compare v2 in the entire rapidity region. The ex-
trapolation factor is extracted by using pT spectrum and pT
differential v2.

κ =

∫
0 v2

dN
d pT

d pT∫
0

dN
d pT

d pT
/

∫
0.2 v2

dN
d pT

d pT∫
0.2

dN
d pT

d pT
(4)

The integrated v2 is obtained as vpT>0GeV/c
2 =

κvpT>0.2GeV/c
2 . Figure 2 shows the extracted v2(η) in

pp, p–Pb, and Pb–Pb collisions after the pT extrapolation.
Non-zero v2 is observed at -3.1< η <4.8 in all collision
systems. The v2 in Pb–Pb is larger than p–Pb with sim-
ilar multiplicity. It suggests that the initial effect such
as initial momentum anisotropy dominates in small sys-
tems, however, the effect due to geometry makes more
large anisotropy in Pb–Pb collisions than p–Pb collisions.
Figure 3 shows v2(η) compared to the hydro model cal-
culation based on MUSIC, 3D Glauber initial conditions,
and URQMD to simulate the dynamics in hadronic phase
in four different centrality classes [5]. The hydro model
describes data very well for all centrality classes over the
entire pseudorapidity region. It suggests that collectivity
exists at forward rapidity even in small systems and it can
be interpreted by the hydro model as well as heavy-ion
collisions.

4. Summary
The long-range two-particle correlations are measured by

using TPC and FMD in pp, p–Pb, and Pb–Pb collisions with
similar multiplicity. The long-range correlations are ob-
served up to ∆η ∼ 8(6) in all collision systems. The pseu-
dorapidity dependence of v2 is extracted by using the three-
sub event method. We also compared the data to the hydro
model calculation in p–Pb collisions. The hydro model de-
scribes the data very well over the entire rapidity region. It
indicates that the collectivity exists over a wide rapidity re-
gion and it can be interpreted by the hydro model as well as
heavy-ion collisions.
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Space-charge distortion correction for the ALICE-TPC using machine
learning methods

H. Baba, D. Sekihata and T. Gunji
Center for Nuclear Study, Graduate School of Science, University of Tokyo

1. Introduction
A Large Ion Collider Experiment (ALICE) [1] is an ex-

periment at the Large Hadron Collider (LHC) dedicated to
the study of high-energy heavy-ion physics. It aims to un-
cover the physical properties of strongly interacting matter
known as the quark-gluon plasma (QGP) at the highest en-
ergy density that could be reached with currently existing
accelerators. All matter in our universe is thought to have
been in the QGP state at 10−6 ∼ 10−5 seconds after the Big
Bang.

The Time Projection Chamber (TPC) in ALICE [2] is a
gaseous tracking detector designed to detect charged par-
ticles with mid-rapidity. There, the trajectories of charged
particles are reconstructed and particle identification is car-
ried out. The momentum of charged particles is measured
by the curvature of the trajectories in the solenoid magnet
at 0.5 T, and particle identification is performed by com-
bining this information with each particle’s energy loss in
the gas. A 400 V/cm electric field with very high homo-
geneity is achieved inside the drift volume of TPC by the
fine-segmented field cage on the inner and outer wall and a
high voltage of -100 kV applied to the central electrode.

The readout chamber at the end cap (z = ±250 cm) is
divided into 18 sectors in azimuthal angle φ . Installed in
each sector are the inner and outer readout chambers, re-
spectively called IROC and OROC. The active areas for
the readout chambers are between 85 and 132 cm for the
IROC, and 135 and 247 cm for the OROC in radial direc-
tion. They consisted of Multi-Wire Proportional Chambers
(MWPC) with gating grids during LHC Run 1 (2009-2013)
and 2 (2015-2018) before the ALICE TPC upgrade.

In Runs 3 (started in 2022) and 4 (planned in 2030), LHC
experiments will take data in Pb–Pb collisions at a maxi-
mum of

√
sNN = 5.5 TeV and a collision rate of 50 kHz. In

order to accumulate the unprecedented amount of statistics,
upgrade of the TPC [3] has been carried out during the LHC
Long Shutdown 2 (LS2).

One significant issue that needs to be overcome in order
to make the TPC detector function is the space-charge ef-
fect. Positive ions produced in the electron multiplication
process at the readout chambers are known to flow back
into the TPC field cage, becoming a major source of distor-
tion to the homogeneity of the electric field (space-charge
effect). During Runs 1 and 2 the gating grid prevented these
positive ions from entering the TPC field cage, but this ar-
chitecture could only handle collision rates of up to 3 kHz,
which is significantly below the expected 50 kHz collision
rate during the LHC Run 3. As part of the TPC upgrade, the
MWPC and gating grid in the readout chambers were re-
moved and were replaced with stacks of four Gas Electron
Multiplier (GEM) foils in order to address this problem.

The four GEM foils are relatively effective on their own
in keeping the space-charge effect to a tolerable level, but a
mechanism to correct the distortions created by the space-
charge is still necessary. If the gain of the GEMs is 2000 and
the proportion of backflowing positive ions (Ion Backflow,
IBF) is 1%, 20 ions per one single primary electron are ex-
pected to go back to the drift volume. With the positive ion
drift time of 160 ms and the collision rate of 50kHz, space-
charge from 8,000 collision events are expected to pile up
inside the TPC field cage, resulting in an electron track dis-
tortion of O(10cm) (see figures 1 and 2). The strategies
used to implement this calibration are discussed in the fol-
lowing sections.
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Figure 1. The simulated space-charge density ρSC at 50 kHz of
Pb-Pb collisions in r-z plane. The striped pattern in z origi-
nating from the fluctuation of the charged-particle multiplicity
corresponds to timing structure of collisions.

2. Calibration strategy
The space-charge distortion calibration will be performed

in two steps: online synchronous calibration and offline
asynchronous calibration.

The online synchronous calibration will be performed
with the goal of reducing the distortion to an amount that
would allow for the cluster to track association (O(mm)).
To accomplish this the TPC clusters are corrected by a 3D
correction map obtained by tracklets from the Inner Track-
ing System (ITS), Transition Radiation Detector (TRD) and
Time-Of-Flight detector (TOF) as a reference for the true
track position. The map is updated to the current average
charged particles density in the time interval of O(min)
scaled by the digital currents from the readout chambers
integrated over the drifting time of ions.

The offline asynchronous calibration will be performed
with the goal of reducing the space-charge density fluctua-
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Figure 2. The expected electron track distortion in radial direc-
tion dr at 50 kHz of Pb-Pb collisions in r-z plane obtained
by solving the Poisson and Langevin equations. It can be
seen that the electrons are diverted towards larger radii at inner
points and vice versa. Distortions reach a maximum of 20 cm.

tions to the intrinsic resolution of TPC (O(200µm)). The
short-time distortion fluctuations must be addressed in or-
der to accomplish this level of precision. This would re-
quire that the distortion correction be applied for about ev-
ery 5 ms, where it is impossible to collect enough statis-
tics for other methods such as the ITS-TRD-TOF extrapo-
lation method to yield a prediction with adequate precision.
Therefore, an alternative approach which would allow a rel-
atively fast, efficient distortion prediction is desired.

3. Machine learning approach
As one possibly effective solution to the tasks discussed

above, the authors have been studying ways to implement a
machine learning approach. The machine learning scheme
currently under discussion is as follows: First, input data
from the TPC is integrated over some time and stored in the
appropriate servers as the Integrated Digital Current (IDC).
Then the IDCs are integrated over r and φ (1D IDC), and
the 1D IDC, together with its Fourier coefficients with re-
spect to time are fed to the machine learning as input data
to predict the amount of distortion at each TPC space point
(1D→3D correction). Some discussion on data preprocess-
ing before the 1D→3D correction and additional 3D→3D
correction after the 1D→3D correction are also in progress,
but neither are in the implementation stage at the moment.

A boosted decision tree, random forest and dense neu-
ral network has so far been implemented for the1D→3D
correction. The distortion fluctuations for 400 maps were
predicted, and figure 3 shows the mean and standard devia-
tion of the difference between the predictions of the neural
network and the expected distortion values. The mean is
within 100 µm and standard deviation is within 300 µm,
which suggest that the necessary precision of O(200µm)
might eventually be reached by further tuning some of the
training parameters. More research is needed in this direc-
tion.
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Figure 3. Difference between the distortion predicted by the
neural network and the simulation results in radial direction
dr at 50 kHz of Pb-Pb collisions in r-z plane. The network
was trained with 2,000 maps and 1,000 points per map. Mean
and standard deviation over 400 maps.

4. Summary and outlook
Machine learning techniques so far seem to be a rela-

tively promising solution to the ALICE-TPC space-charge
distortion calibration. More in-depth study on training
methods and machine learning model selection is necessary
for optimal performance.
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High-resolution spectroscopy at OEDO-SHARAQ — Demonstration of ion
optics —
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S. Shimoura

Center for Nuclear Study, Graduate School of Science, University of Tokyo
a Department of Physics, Kyoto University

b Center for Exotic Nuclear Science, Institute of Based Science, Korea
c RCNP, Osaka University

The Optimized Energy Degrading Optics for radioactive ion
beams (OEDO) system [1] was constructed in 2017, and
successfully provides low-energy RI beams obtained by the
OEDO slow-down scheme from ∼ 200 MeV/u down to 15–
50 MeV/u. The starting point of the OEDO system was
an upgrade of the High-Resolution Beamline (HRB) [2]
and the Spectroscopy with High-resolution Analyzer of Ra-
dioActive Quantum beams (SHARAQ) spectrometer [3] for
opening up new possibilities in nuclear experimental stud-
ies with low-energy RI beams.

The original OEDO magnet arrangement was not suit-
able for high-resolution RI spectroscopy at 100–300 MeV/u
although it is still attractive performance of the SHARAQ
spectrometer. We reported a consideration about the min-
imum magnet rearrangement in the CNS annual report
2018 [4] in order to realize the high-resolution RI spec-
troscopy at the OEDO+SHARAQ scheme. Based on the
result, we have done a rearrangement in 2021. This report
describes a demonstration of ion optics for high-resolution
studies at OEDO-SHARAQ.

The rearrangement of magnets was schematically in-
dicated in Fig. 1, where the boxes with “STQ,” “D,”
and without labeling indicate a Superconducting Triplet
Quadrupole magnet, a Dipole magnet and a normal-
conducting quadrupole magnet, respectively. The “E15”

STQSTQ STQSTQ D D STQRFD

STQ STQSTQ STQSTQ D D RFD

OEDO

2021~

E15 E20

S0 (to SHARAQ)F6 (From BigRIPS)

2017~2021

F6 FE7 FE8 FE9 FE10 S0FE11

Figure 1. Magnet rearrangements for the high-resolution spec-
troscopic studies at OEDO-SHARAQ. Details are written in
the text.

and “E20” are the names of the experiemental rooms, and
the focus names of the OEDO beamline (F6, FE7, · · · , and
S0) are also shown. The upper is the original configu-
ration from the OEDO construction, and the lower is the
present arrangement. The three magnets between FE10 and
S0 were moved: two of the three were relocated and the
other became off the beamline. After the rearrangement,
we have performed 2 irradiation measurements by using
ion optics for high-resolution spectroscopy; a demonstra-
tion of the dispersion-matching (DM) beam transport at the
new OEDO configuration; and the tri-neutron search via the

3H(t,3He)3n reaction, which is reported in this annual re-
port [5].

The DM transport at OEDO-SHARAQ was examined
by using 82-MeV/u triton beam. The ion-optical design is
shown in Fig. 2 to show clearly ion-optical features at the
beamline foci, which were slightly improved from the con-
sideration discussed in Ref. [4]. The beam parameters at F3

F3 S0 S2

X

Y

X : ±3mm
A : ±10mr
P : ±0.3%

Y : ±3mm
B : ±30mr

F6

BigRIPS OEDO SHARAQ

FE7

Figure 2. Ion-optical trajectories of the DM mode in BigRIP-
S-OEDO-SHARAQ scheme.

is assumed to be 3 mm of horizontal spot size (X), 10 mr
of horizontal outgoing angle (A), 3 mm of vertical spot
size (Y), 30 mr of vertical outgoing angle (B), and 0.3% of
momentum spread (P). The setting of SHARAQ spectrom-
eter is similar to the previous setting for the SHARAQ03
experiment [6]. The S0 and S2 are the secondary target po-
sition and the final focal plane of the SHARAQ spectrome-
ter, respectively.

The beam tuning was done by a similar procedure for
the original DM transport at HRB-SHARAQ, which was
buildup of focusing conditions from upstream at each ion-
optical focus. Figure 3 shows the present result indicat-
ing how lateral and angular dispersion matching conditions.
Figure 3(a) is a correlation plot between horizontal posi-
tions at S0 and S2. When the lateral dispersion matching
condition is fulfilled from F3 to S2, the S2 position should
be located at the center without depending on the S0 po-
sition. Figure 3(a) fits truly into such a situation. Figure
3(b) is a correlation plot between horizontal position at S0
and the horizontal angle at S2. Because a vertically straight
locus was seen at xS0 in this plot, this indicates satisfying
the condition of angular dispersion matching through the
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Figure 3. Ion-optical trajectories of the DM mode in BigRIPS-OEDO-SHARAQ scheme.

BigRIPS-OEDO-SHARAQ complex. Consequently, these
figures indicate that both dispersion matching conditions
were successfully satisfied in the rearranged configuration.

In order to perform a spectroscopy of the (t,3He) reaction,
we applied an achromatic transport to S0 at 170-MeV/u tri-
ton beam successfully. The ion optical trajectory for the ex-
periment was designed based on the high-resolution achro-
matic mode at HRB [2]. By this tuning procedure for the
experiment, we demonstrated that the new magnet arrange-
ment can provide achromatic RI beams. The details on the
experiment appears in Ref. [5]

In the first half period of the fiscal year 2022, a TOF-Bρ
mass measurement was scheduled at OEDO-SHARAQ. For
smooth performance of the planned experiments at OEDO-
SHARAQ, the efficiency of the configuration switch be-
tween high-energy and energy-degraded modes of OEDO-
SHARAQ is getting to be essential. To reduce or resolve a
time consuming issue of the beamline configuration change,
we recently started to consider OEDO transport mode by
using the new configuration. The detailed discussion on this
topic will be reported in Ref. [7].

However, for high-energy spectroscopy, a problematic
limitation of the magnetic rigidity of OEDO-DM mode is
still remaining, as discussed in Ref. [4]. The resolution of
this limitation is essential for providing more neutron-rich
RI beams toward the neutron dripline. Concretely, the first
normal-conducting quadrupole magnet downstream from
RFD should be strengthened roughly twice. We are aim-
ing at a budget to perform more challenging experiments
that accelerate the progress of nuclear physics.
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Improved Optics for the OEDO Low Energy Mode
Used in the 130Sn Experiment
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Construction of the OEDO (Optimized Energy Degrad-
ing Optics) system [1] was completed in 2017. The prin-
ciple aim of OEDO is to provide medium-heavy energy-
degraded radioactive ion (RI) beams for both nuclear
physics and nuclear astrophysics studies. The system is de-
signed to slow down beams provided by the BigRIPS SRC
from ∼ 200 MeV/u to 15−50 MeV/u, thereby accessing
a mass-energy region previously inaccessible by current RI
beam facilities. Experiments performed at OEDO can also
incorporate the high-resolution SHARAQ spectrometer lo-
cated downstream of OEDO. Details of SHARAQ may be
found in reference [2]. The OEDO system was commis-
sioned in the day0 campaign by studying transfer reactions
on 77Se, 93Zr, and 107Pd. During this, it was discovered the
small bore radius of the quadrupole magnet QE19 signifi-
cantly reduced the F3 - S0 transmission from 55% at FE9
to 18% at S0 [1], where S0 is the original secondary target
position of OEDO.

Within the fiscal year 2021, two changes were made in
a push to improve the transmission of the BigRIPS-OEDO
beamline down to S0. The first was an improvement of the
calculated F3 - FE9 trajectory, and the second was a recon-
figuration of the FE10 - FE12 section of the OEDO beam-
line during spring 2021, with complimentary calculations
performed to optimize the beam trajectory for the new con-
dition. This report covers the work in fiscal year 2021 to
prepare the beam transport optics for the low-energy mode
of the OEDO-SHARAQ beamline, required for the 130Sn
experiment scheduled in April 2022. In the following, the
S0+ focal plane represents the secondary target position in
the TINA silicon-detector array [3], planned for use in the
130Sn experiment.

The ion-optical transport code COSY-Infinity1 (v9.0)
was used to simulate beam transport through F3 - S0+. Dur-
ing preparation of the F3 - FE9 magnet parameters for the
130Sn experiment a new solution was found for the ion-
optical transport. In the previous solution presented in
reference [1], the conditions (Y|Y)39 ∼ 0 and (Y|B)39 =
−0.45 mm/mrad were applied. Following further tuning
the new solution finds transmission may be improved with
the condition (Y|B)39 ∼ 0. Figure 1 shows the updated tra-
jectories in the X and Y planes. Compared to the previ-
ous solution, the δp =±2% trajectories are now completely
constrained within FE8 - FE9. Table 1 presents the matrix
elements for F3 - FE9. As a compromise for meeting the
(Y|B)39 ∼ 0 condition, the Y-magnification is undesirably
enhanced to (Y|Y)39 ∼ 5.33. However given the typical
beam size at F3 has Y width 6 mm, the calculated width at

1https://www.bmtdynamics.org/index_cosy.htm

Figure 1. COSY-calculated 1st order beam trajectories in the
X and Y planes between F3 - FE9 for low energy tuning at
SHARAQ. This is the goal for the spring 2022 130Sn experi-
ment.

FE9 of 32 mm is acceptable for OEDO.
To improve the FE9 - S0+ transmission the FE10 - FE12

section of the OEDO beamline was reconfigured in the
spring of 2021. Figure 2 shows a sketch of the original and
new OEDO beamline configurations. In the new configura-
tion the STQ18 and QE20 magnet positions are effectively
swapped, and the QE19 magnet removed from the beam-
line entirely. This reconfiguration was similarly proposed
in previous CNS annual reports [4, 5].

Figure 3 shows the calculated trajectories between FE9 -
S0+. The beam parameters (in 1 sigma) at FE9 are assumed
to be x = 30mm, a = 20mrad, y = 15mm, b = 10mrad, and
δp = 2%. The calculated trajectory for 77Se using the previ-
ous OEDO configuration is available in reference [1] figure
14b. Comparing with the new trajectory it is clear the re-

Table 1. COSY matrix elements of F3 - FE9. The reference
particle is 130Sn at 170.4 MeV/u. x and y in mm, a and b in
mrad, and δp is momentum dispersion in %.

|x) |a) |y) |b) |δp)
(x| +1.01 -0.01 +0.00 +0.00 +22.04
(a| +1.55 +0.97 +0.00 +0.00 +3.84
(y| +0.00 +0.00 -5.33 +0.04 +0.00
(b| +0.00 +0.00 -1.14 -0.18 +0.00
(δp| +0.00 +0.00 +0.00 +0.00 +1.00
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Figure 2. OEDO beamline configurations for a) original and
b) new magnet configurations. Distances given in meters. In
the new configuration the STQ18 and QE20 positions are ef-
fectively swapped, and the QE19 magnet has been removed
entirely.

Table 2. COSY matrix elements of FE9 - S0+ for new OEDO
configuration. The reference particle is 130Sn at 22.9 MeV/u.
x and y in mm, a and b in mrad, and δp is momentum disper-
sion in %.

|x) |a) |y) |b) |δp)
(x| -1.00 +0.00 +0.00 +0.00 +0.00
(a| +0.46 -1.00 +0.00 +0.00 +0.00
(y| +0.00 +0.00 -1.07 +0.00 +0.00
(b| +0.00 +0.00 +0.40 -0.94 +0.00
(δp| +0.00 +0.00 +0.00 +0.00 +1.00

moval of the QE19 magnet should improve the FE9 - S0+
transmission. In addition, the placement of QE20 between
STQ17 and 18 allows for fine tuning of the parallel beam
condition, which was not possible in the previous configu-
ration.

The most important quantities for focusing a beam along
the desired point-parallel-point trajectory are (X|X) = (A|A)
= (Y|Y) = (B|B) = -1. In the previous optics the matrix
elements were (X|X) = -1.03, (A|A) = -0.97, (Y|Y) = -0.72,
and (B|B) = -1.38. The matrix elements of FE9 - S0+ for the
new trajectory, provided in table 2, closely meet the point-
parallel-point conditions and show an improvement over the
previous optics.

The new COSY matrix elements were input to Monte
Carlo simulation code "beamsimu", originally developed
by J. W. Hwang. The simulation included beamline ma-
terials, the opening of the beam pipes, and the OEDO RF
Deflector (RFD). The RFD was tuned to reduce the beam
spot size at S0+, where optimal parameters HV = 340kV,
ϕ = 90o achieved S0+ focus X (Y) = ± 8 (17) mm, within
the target radius of 25 mm. From the same simulation, the
F3 - S0+ transmission for 130Sn beam energy 20 ± 2 MeV/u
was estimated to be 77% (46%) considering up to 1st (3rd)
order aberrations. Therefore the transmission is expected
to increase by a factor 2 - 4 compared to the previous ex-
periment [1], which had a measured F3 - S0 transmission
of 18%. The corresponding beam rate at S0+ is 179 kpps
(107 kpps) considering 1st (3rd) order aberrations, where the

Figure 3. COSY-calculated 1st order beam trajectories in the X
and Y planes between FE9 - S0+ for low energy tuning at
SHARAQ. This is the goal for the spring 2022 130Sn exper-
iment.

rate at F3 was calculated using a LISECute2 (v16.0.3) sim-
ulation.

The ion-optical transport through BigRIPS-OEDO has
seen two improvements. The first is an updated trajectory
through F3 - FE9 after tuning the matrix elements such that
(Y|B)39 ∼ 0. The second follows the magnet reconfigura-
tion between FE10 - FE12 with a new ion-optical solution to
meet the required point-parallel-point trajectory of OEDO’s
low-energy mode. The transmission is expected to increase
up to fourfold compared to the OEDO day0 campaign. Ion-
optical parameters are now ready for the 130Sn(d,p) experi-
ment, the machine time of which is planned for April 2022.
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Simulation studies of SR-PPAC
S. Hanai, S. Ota, R. Kojima, M. Dozono, N. Imai, S. Michimasa, S. Shimoura, J. Zenihiroa,

K. Inabaa, Y. Hijikataa

Center for Nuclear Study, Graduate School of Science, The University of Tokyo
aDepartment of Physics, Kyoto University

Parallel Plate Avalanche Counters (PPACs) have proven
highly effective in measuring the tracking parameters of
heavy ion beams [1]. In particular, Strip Readout PPAC
(SR-PPAC) detectors have a high-speed response for heavy-
ion beams owing to correcting the mirror charge of elec-
trons drifting between narrow electrodes without delayline
[2,3]. The charge information is obtained by using the Time
over Threshold (ToT) method. The ToT method converts
the pulse height of the signal to pulse duration over a pre-
set threshold voltage. It has a distinct advantage in taking
charge or pulse height information faster than the method
of integrating pulses with a Flash ADC. However, the ToT
method has a strong non-linearity in processing a signal and
it is not obvious how the position resolution will be affected
when the waveform fluctuated from a standard signal. To
realistically estimate the resolution, we performed a simu-
lation study to better understand of the process of electron
avalanche in PPACs. This study will provide essential infor-
mation for improving the resolution of SR-PPACs. In this
paper, the details of the simulation and present results are
reported.

We used Garfield++ [4], which is a toolkit for comput-
ing electric field, ionization, electron transportation, and
avalanche in gas detectors [5, 6]. It provides a microscopic
Monte Carlo calculation using the reaction cross-section of
electrons and atoms by a Magboltz program [4]. The pa-
rameters of the simulation in this work are shown in Ta-
ble 1. The sizes of electrodes and strips are the same as
the standard-type SR-PPAC [3]. The counter gas was pure
i-C4H10. Garfield++ has a library of mobility of ions for
several gasses such as Ar and CO2, however, it does not in-
clude that of i-C4H10. In this work, we referred to Ref. [7]
to deduce the mobility of ions in i-C4H10.

Table 1. Parameters in the simulation model of SR-PPAC
Anode size 240 mm × 150 mm
　　　 anode - cathode gap 4 mm
Cathode size 240 mm × 150 mm

strip size 2.5 mm × 150 mm
Gas type i−C4H10

temperature 298 K

A single electron was simulated to drift from a cathode
(y=0 [cm]) to an anode (y=0.4 [cm]) with an electric field
applied. The calculated trajectories of the resultant elec-
tron avalanche are shown in Figure 1. The applied biases
to the anode and the cathode were set to 750 V and 0 V,
respectively. The gas pressure was 10 Torr. As seen in Fig-
ure 1, the electron avalanche grows up as a single electron
drifts from the center of cathode to anode planes. The signal

collected from a strip of the cathode plane was also calcu-
lated using a convolution integration of the charge induced
in the strip using the response function of the preamp [8,9].
The calculation result of analog output and the real signal
of α source measured by oscilloscope are shown in Figure
2. The sharp peak around 100 ns is the signal of the mirror
charge of electrons and the broad peak around 2 µs is one of
the real ions. The signal of ions will be filtered by a shaper
in the Amplifier-Shaper-Discriminator (ASD) board and it
will not affect signal collection time using the ToT method.

Electron

avalanche

Ion

avalanche

Figure 1. Track of electron and ion avalanche calculated by
Garfield++. For details refer to text.

In the previous test experiment of SR-PPAC, we com-
pared the impact of gas pressure on position resolutions of
SR-PPAC operated under pressures of 5 Torr and 10 Torr.
The resolution at 10 Torr was 1.2 times better than at 5 Torr.
One possible factor which causes the worse resolution at
lower pressure is lateral diffusion of the electron avalanche.
The diffusion coefficients calculated by this simulation are
shown in Table 2 for the two conditions. We calculated the
distribution of the center of mass of the multiplied electrons.
The result in the case of 10 Torr is shown in Figure 3. The
standard deviations were obtained as 160 µm in the case of
10 Torr and 212 µm in the case of 5 Torr. It indicates that
the diffusion in the lateral direction is larger in the case of
5 Torr than in the case of 10 Torr. The detailed analysis of
processing signals converted from analog to digital in the
ASD board is now ongoing.
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Table 2. Calculated value of lateral diffusion coefficient
condition　 lateral diffusion coefficient [cm

1
2 ]

10 Torr, 690 V 0.0687
5 Torr, 530 V 0.0791

Time[ns]

o
u
tp

u
t 

[m
V

]

400 ns/div

5 mV/div

signal of electron

signal of ion

Figure 2. (Left) Simulated signal of one strip of cathode plane.
The sharp peak represents signal of electrons and the broad
peak around 2µs represents signal of ions. (Right) A signal
of analog output of ASD board using α source measured by
oscilloscope. The lower line represents the signal from one
strip of a cathode. The polarity was inverted by preamp. The
gas pressure was 10 Torr and the applied voltage was 750 V.
The upper line is a signal from the anode and it’s irrelevant to
the present study.

Position [cm]

C
o
u

n
ts

 [
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u
.]

Figure 3. A calculated distribution of a center of mass of electron
avalanche on the cathode plane. This figure shows the case of
10 Torr and 690 V. The standard deviation obtained by gaus-
sian fitting was 160 µm.

In the furure this simulation will allow us to estimate the
effect of non-linearity in the ToT method on the position ex-
traction. SR-PPAC has a fast response and it is expected that
the detector has a good time resolution using sharp electron
signals. We also plan to estimate the effect of fluctuation in
the process of electron avalanche on its time resolution.
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Search for Island of Stability is one of the most popular top-
ics in nuclear physics. In order to design the experiments to
explore Very Heavy (VH) / Super Heavy (SH) regions and
furthermore towards Island of Stability, we need a model
that can give precise predictions on reaction cross section.
However, for the Fusion-Evaporation reaction which has
been proved theoretically a feasible way to approach Island
of Stability [1, 2], reaction dynamics has not been estab-
lished yet. In particular, quantitative understanding of the
fusion hindrance effect is far from being achieved due to
lack of experimental studies. Experiments have been sched-
uled at Heavy Ion Medical Accelerator in Chiba (HIMAC)
to study fusion hindrance effect.

Measurement of α-decay energies is a conventional yet
powerful way to identify Evaporation Residuals (ERs) pro-
duced in fusion reactions and to extract fusion cross sec-
tions. In our HIMAC experiments, the thickness of target
and back material is determined so that, after the reaction,
the beam will pass through while ERs will be stopped in
the back material and emit α particles at various angles like
shown in Fig. 1. Therefore, position sensitive detectors are
needed to compensate for the angular difference as shown
in Fig. 2.

Figure 1. Side view of the experimental setup.

Figure 2. Simulated α-energy spectrum for 8-MeV α particle.

Apart from the requirement of position sensitivity, test-
ing the performance of our detectors against the high-
intensity beam is another object of this study, therefore ex-

pensive Double-sided Silicon Strip Detector (DSSD) should
be avoided. Based on reasons above, we have planned to
develop a mosaic-type detector constituted by matrices of
Si Photo-Diodes (PDs). Considering the position uncer-
tainty as well as the price, the type of PD was chosen to
be Hamamatsu S13955-01 with single size of 7.52 × 7.52
mm, as shown in Fig. 3. The intrinsic resolutions originated
from the finite size of PD are simulated to be about 1% for
α particles with energy of 6-10 MeV. The total price of a
10× 10 matrix is 300,000 yen while one TTT (a DSSD)
costs 2500,000 yen.

Figure 3. The dimensional plot of S13955-01 PD. Taken from
[3].

Several tests have been performed. The dead layer of the
PD was estimated by measuring α source, and the electric
circuit is shown in Fig. 4.

Figure 4. Electric circuit for estimation of the dead layer.

Figure 5. The spectrum of the pulse heights.

Figure 5 shows the obtained spectrum of 3 α-lines, where
the inset figure shows the linear fitting between the pulse
heights and α energies. The offset 203 ± 43 keV corre-
sponds to the energy loss of α particles in the dead layer,
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and the thickness of the dead layer was calculated as 1.24
± 0.14 ¯m.

In our experiments, we will measure the α particles with
the energy range of 6-10 MeV. The effective range of the PD
was tested using a 6.5 MeV/u α beam at E7B course. The α
particles scattered by an Au foil (1 ¯m) were detected by the
PDs. Al degraders with two kinds of thickness were placed
in front of two PDs. We managed to observe the elastic
scattering events with two energies as shown in Fig. 6. The
large peak width was caused by the energy straggling in Al
and noise. Since α particles with the energy deposit in the
PD of 14 MeV were observed, the effective thickness of the
Si is at least larger than 120 ¯m. Therefore, we conclude that
such PD is capable to meet our experimental requirements
to measure α particles with the energy up to 10 MeV (range
in Si: 68 ¯m).

Figure 6. Experimental α-energy spectrum.

Due to the small size of the electrodes on the PD, nor-
mal soldering is too difficult to apply, and the reflow sol-
dering was considered instead. For that purpose, a readout
Printed Circuit Board (PCB) was designed as shown in Fig.
7, where up to 10 PDs can be mounted. Signals are read by
a 20-pin flat connector.

Figure 7. Readout PCB for mosaic detector.

Figure 8 shows a prototype of 10 PDs made by the reflow
soldering using a hot plate. A few trials have been carried
out while PDs can be easily removed from the PCB after
reflow soldering. Finally, the optimized temperature condi-
tion was tuned to be 30 s for soldering after the temperature
of PDs reaches 230 ◦C.

The prototype was tested by α source using the electric
circuit as shown in Fig. 9.

Figure 9. Electric circuit for test of the prototype.

Figure 10 shows the measured spectrum of one channel
in the prototype, the normal intrinsic resolution was about
150 keV in σ at around 5.5 MeV (the resolution is the same

Figure 8. Reflow soldering of the prototype which was placed in
a hot plate.

with and without the PCB). However, the intrinsic resolu-
tion obtained in Fig. 5 (with PCB) was about 40 keV in σ
at around 5.5 MeV. Clearly, the resolution was deteriorated
when using the electronics in Fig. 9, the reason is unknown
for now and we need to find out the problems causing the
poor resolutions.

Figure 10. Measured α-energy spectrum of one channel.

In conclusion, for the measurement of α decay of ERs
produced in fusion-evaporation reactions, we plan to de-
velop a position-sensitive mosaic detector made of Si PDs.
A prototype has been made and tested. The manufacturing
of the detector arrays will start soon.
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Development of a Multiplexer circuit at CRIB
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1. Introduction
The Center for Nuclear Study (CNS) low-energy Radio-

Isotope Beam separator (CRIB) [1–3] is a facility providing
the RI beam of around below 10 MeV/nucleon located at the
RIKEN Nishina Center. Since the last year, experiments of
the 6He beam production [4] and the 26Si(α, p)29P reaction
have been performed.

The data taken from a scattering chamber at the last fo-
cal plane are transferred by coaxial cables to the counting
room (J1) and processed by DAQ system in J1. The num-
ber of the channels that could be handled was limited by
the number of feedthroughs in the chamber, the signal pro-
cessing modules and the cables connecting the experimental
room (E7) to J1. Therefore, a multiplexer circuit was intro-
duced, Mesytec MUX [5], which can handle more channels
compared with previous CRIB experiment.

Figure 1. The picure of MUX and Driver PCB. (see section 2).

2. Detail of the MUX
The MUX module is a 16-channel multiplexed combi-

nation of preamps, shapers and discriminators that can ac-
cept up to two simultaneous hits within 50 ns. The output
signals are two shaper (energy) signals, two position sig-
nals and a trigger (timing) signal. The position signals are
discrete voltages corresponding to the number of the input
channels. Figure 2 shows an example of the position sig-
nals from a 16 strip silicon detector after processing by an
ADC. Each peak of the position signal corresponds to a sin-
gle strip, therefore, when we select the events of the single
peak, we can obtain energy data for each strip.

The output connector of the MUX itself is a 20-pin flat
cable, but the connector of the cables that connected be-
tween the E7 and J1 is the LEMO connector. In addition,
the energy outputs from the MUX itself is up to 3.5 V, but
the ADC range we used (MADC [6]) can be set up to 10 V.
Therefore we introduced the "Driver PCB" (Figure 1). It
can convert the flat cable connector to the LEMO connec-
tors, and the voltages can be amplified up to 10 V. By in-
creasing the range of the signals, it becomes easier to re-
move smaller voltage noise.

Figure 2. An example of the position outputs from the MUX.
This shows the spectrum after processing by an ADC.

3. Development
Firstly, we put the MUX and Driver PCB into the E7 with

a pulser. When the pulser signals were connected to the
MUX, two consecutive channels responded as two simulta-
neous hits. Figure 3 shows the result of the pulser inputed
test and the data had so large noise that each position signal
could not be separated. Therefore, we checked the raw sig-
nal with an oscilloscope at J1 and we found Vpp = 30 mV
and 100 Hz noise in the baseline. When we checked at E7,
the large noise could not be seen, therefore, the source of the
noise was caused by the long-distance transmission from E7
to J1.

Figure 3. The upper figure shows the correlation of the signals
from positions 1 and 2 and the lower figure shows the spectrum
of position 1.

These cables were out of the control, so we decided to
use a filter to reduce the noise. The frequency of the noise
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was 100 Hz, and we tested a simple high-pass filter (HPF)
to reduce the low frequency noise (Figure 4). The cut-off
frequency ( fc) of this filter is given by

fc =
1

2πCR
.

We then measured the peak-to-peak voltage of the
noise (Vpp) and the range of the position output after pro-
cessing them with an ADC by changing this fc.

Figure 4. Circuit of a first-order high-pass filter.

Table 1. Result of the HPF test. The Vpp was measured with an
oscilloscope and the errors included parallax error and noise
fluctuations. The range was the ADC channels between the
center of the peak of strip 1 and that of strip 16 peak and mea-
sured with an accuracy of 10 Ch from the spectrum.

No. C R fc Vpp ADC Range
# (µF) (kΩ ) (Hz) (mV) (Ch)
1 0.1 0.10 ∼1.6×104 5(2) 380
2 0.1 0.47 ∼3.4×104 6(2) 530
3 0.1 1.0 ∼1.6×103 6(2) 570
4 0.1 5.0 ∼310 20(4) 580
5 0.1 10.0 ∼160 22(4) 590
6 no filter 30(5) 620

The result in Table 1 suggests that the circuits #4 and #5
could not reduce the noise completely. Also because the
circuit #1 had a large fc value, the true signal was also at-
tenuated and the range became smaller. If the consecutive
peaks of the position outputs are narrower, the peaks are
more likely to be overlapped by some noise, so it is desir-
able to make the distance between the peaks larger. There-
fore, we adopted the circuit #3 and introduced this HPF af-
ter the Driver PCB for all the channels of the MUX circuit.

Figure 5 shows the alpha source test between the origi-
nal circuit used at CRIB and the MUX circuit with the HPF.
Both comparison figures represent the data from a single
strip of Single-Sided Silicon Detector (SSSD). Although
the input ranges of the ADC and the Si detectors we used
were different, we were able to achieve almost the same en-
ergy resolution with the MUX circuit as with the original
circuit.

4. Summary and outlook
In order to send more data to the counting room J1, a mul-

tiplexer module, the Mesytec MUX, was introduced, which
could convert 16 channel signals into two energy signals,
two position signals and a timing signal. In addition, the
HPFs were introduced to reduce the noise, and the MUX
could be used to take the data correctly.

This circuit was used in the 26Si(α, p)29P experiment at
CRIB in January 2022 in the long-distance transmission,

Figure 5. The energy spectra of the alpha source. The left
figure shows the data from the original circuit at CRIB and the
right figure shows the MUX circuit. The detector and the DAQ
setup were different for each circuit, but both were SSSD with
a thickness of 20 µm. The energy resolution (FWHM/E) at
the 3.148 MeV peak was 6.7% and 5.4% in the left and right
figures respectively.

and data were obtained from many channels. However, we
found some important problems in the experiment. The
MUX and PCB driver were very sensitive to the noise, and
sometimes the position outputs became so noisy that they
could not be separated. Therefore, we need to find the cause
of the noise, and noise reduction should be done thoroughly
before using the MUX.
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The permanent electric dipole moment (EDM) of the elec-
tron violates P (parity) and T (time reversal) symmetries,
and is one of the probes for beyond-Standard-Model (BSM)
searches. In particular, T-violation is equivalent to CP
(charge–parity) violation under the CPT theorem, which is
one of the requirements for the matter-antimatter asymme-
try observed in our Universe to exist [1]. Relativistic cou-
pled cluster calculation shows that the atom of the heaviest
alkali, francium (Fr), enhances the electron EDM by a fac-
tor of 799 [2], and is a promising tool for a sensitive EDM
search.

A large ensemble of laser-cooled Fr atoms is required for
a high-sensitivity measurement of the EDM. 210Fr can be
produced at the intensity of 106 per second at the RIKEN
Nishina Center for Accelerator-Based Science (RNC) [3],
and conventional laser cooling techniques such as magneto-
optical trap (MOT) and optical lattice (OL) are applicable
thanks to the alkali atomic structure [4]. In particular, trap-
ping the atoms in an OL can suppress spin decoherence by
atomic collision and elongate the measurement duration. In
this work, the design for the planned OL is described.

The one dimensional (1D) OL is the potential formed by
a standing wave of off–resonant continuous–wave linearly
polarized light, described in the form:

UOL =
4α(ω)P

πε0cw(z)2 exp

(
− 2r2

w(z)2

)
cos2 (kz) , (1)

where ε0 is the permittivity of vacuum, c is the speed of
light, α(ω) is the atomic polarizability against light of an-
gular frequency ω , k = ω/c is the wavenumber, and P is
the input beam power, assuming that it is retroreflected 3 by
a mirror at one end. We take the z axis as the beam axis
and r =

√
x2 + y2 as the radial distance. w(z) is the radius

at position z at which the beam intensity becomes 1/e2 of
maximum ("1/e2-radius"), and theoretically follows

w(z) = w0

√
1+
(

z− z0

zR

)2

, (2)

for a beam which has a Gaussian distribution. Here, w0 is
the 1/e2-radius at the focal point z = z0, and zR = πw0

2/λ
is the Rayleigh length, where λ is the wavelength of the
laser beam.

We call the ratio between the number of atoms trapped in
the lattice against those originally trapped in the MOT prior
3Terminology of the OL meaning "to be reflected so that the reflected beam
propagates on the same axis but in the opposite direction as the incoming
beam".

to the loading as the "loading rate". Since Fr is not readily
accessible, it is advantageous to find the optimal lattice pa-
rameters to yield the maximum loading rate without relying
on experimental trial and error.

It is known that the loading rate follows the scaling rule
aP3/2 at low powers, and eventually shifting to aP1.25, orig-
inally derived by mathematical analysis [5]. The coefficient
a depends on the characteristics of the trap, and is deter-
mined by fitting to the experimental result. A new approach
to determine the loading rate without experimental results is
to rigorously trace the motion of atoms under the influence
of the lattice potential [6]. By solving classical equations of
motion for each atom, it has been confirmed that the sim-
ulation follows the scaling law above, and also roughly re-
sembles the experimental results of 87Sr, 88Sr, 174Yb, and
199Hg, with slight overestimates due to idealized trap struc-
tures.

The latter approach requires a significant amount of com-
putational time compared to the former, but has the ad-
vantage that the spatiotemporal structure of the trap can be
easily extended, for example to a "moving lattice" as men-
tioned later, or a slowly fluctuating lattice due to noise. We
have thus developed a C++ code to estimate loading effi-
ciencies of the 1D OL, following the work of Watson et
al. [6,7]. Since we mainly focus on the simulations of alkali
atoms such as Rb, Cs, and Fr, the original input parameter
of atomic polarizability has been replaced by the semiclas-
sical approximation [8]:

α(ω) = πε0c3
{

2ΓD2

ωD23
1

ω −ωD2
+

ΓD1

ωD13
1

ω −ωD1

}
,

where ΓD1 and ωD1 are the natural linewidth and resonance
frequency for the D1 transition, and ΓD2 and ωD2 are those
of the D2 transition. We have also allowed the beam pow-
ers, widths, and frequencies of the forward and backward
beams to vary independently, so that the simulation can be
simply extended to a time-dependent and complicated ex-
perimental scheme.

Using the developed code, we have calculated the load-
ing rate of 87Rb atoms from the MOT directly to the optical
lattice. An additional term has been added to the poten-
tial to represent gravity in the −y (transverse) direction, and
the time step of 0.1 µs and displacement step of 10 pm for
the potential gradient calculation are chosen, which do not
produce significant numerical error for our use. 1000 87Rb
atoms are randomly generated following a 3D Gaussian dis-
tribution of 1/e-radius 4 100 µm, and their inital velocities

4A typical measure to characterize the atomic cloud size; equivalent to
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Figure 1. Calculation result of OL loading rate of 87Rb as a
function of beam width w0 and power P.

are given according to the 3D Maxwell-Boltzmann distribu-
tion of mean temperature equal to the Doppler temperature
of 146 µK, which is the lowest temperature attainable by
an MOT in principle. The simulation is stopped at time
100 ms, and the number of atoms remaining within 3 stan-
dard deviations of the potential width in the radial direction
and 3 standard deviations of the initial atom cloud distribu-
tion in the axial direction are counted to yield the loading
rate. The calculation result as a function of beam power P
and beam radius w0 is shown in Fig. 1. The loading rate is
expected to exceed 50% for w0 ∼ 70 µm and P ∼ 25 W.
In practice, a high power laser beam could induce photon
scattering on the atoms and deteriorate the EDM measure-
ment sensitivity, and could also destroy optical components
that are vulnerable to heat, so a power in the range of a few
watts is preferred. Also, the optimal beam width for a given
power decreases for low power, since a smaller beam width
will effectively a deeper potential, based on Eq. 1. When the
beam width is too small, however, the overlap volume be-
tween the MOT and OL becomes so small that the loading
rate does not increase with power. Note that this calcula-
tion has only been carried out once per each data point, so
regions of low loading efficiencies are more susceptible to
statistical error.

Based on this calculated result, we are preparing optical
components to produce the 1D OL. As a first step, we aim to
trap 87Rb atoms in a MOT vacuum chamber dedicated for
offline experiments. The beam of wavelength 1064 nm is
generated from a Nd:YAG laser source and amplified with
a fiber amplifier. The beam is then sent to the vacuum cham-
ber via a single-mode polarization-maintaining optical fiber.

The diverging beam emitted from the fiber is collimated
to a beam diameter of 1.24 mm to 3.92 mm by a zoom fiber
collimator, which is then focused by a lens to yield a mini-
mum spot size of w0 = 21.61 µm to w0 = 68.32 µm at the
center of the MOT region. A mirror is placed at the other
side of the chamber, which reflects the beam back to the
MOT region, forming a 1D OL.

By establishing the technique for an efficient loading
into the 1D OL, we plan to utilize it for the Fr atomic
EDM measurement. In order to minimize sources of resid-
√

2σ when σ is the standard deviation.

ual magnetic fields or background gas, the EDM mea-
surement region is preferably separated from the MOT re-
gion. One method to transport the atoms from the MOT
region to the EDM measurement region is to introduce a
slight frequency detuning between the two beams form-
ing the OL [9], known as the "moving lattice". This is a
technique often employed to transfer atoms without heat-
ing them [10, 11], and much precedent research has been
conducted on the characterization of the physical back-
ground [12,13], but there are not many cases where numer-
ical estimates of the loss of atoms during the transportation
has been thoroughly evaluated. Extending our calculations
to the transportation of atoms and making quantitative com-
parisons to experimental data will enable us to evaluate the
achievable EDM measurement precision in more detail.
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1. Introduction
There are 3 experimental courses in the E7 room of

RIKEN Nishina Center. On these courses, the experimental
equipments of CNS are installed. When the beam intensity
is less than 10 eµA, the overall average beam transport ef-
ficiency of those courses is 73 %. When the beam intensity
is larger than 10 eµA, the overall average beam transport
efficiency is 66 %. It is found that the stronger beam inten-
sity tends to lower beam transport efficiency. For improving
the beam transport efficiency, the optimization of the beam
transport system is necessary. The cause for the decrease of
beam transport efficiency is thought to be the increase of the
beam emittance. However, high intensity beam emittances
cannot be measured by the existing emittance monitor be-
cause of the insufficiency of cooling power [1, 2].

We are developing the pepper-pot emittance monitor
(PEM) [3, 4] for the high intensity beam. In this fiscal year,
the radiation protection for the digital camera of emittance
monitor was studied. The ideas are to separate the camera
from beamline and to cover the camera with shield mate-
rial. Besides, the low performance and inexpensive camera
is adopted in terms of frequent exchanges as the deteriora-
tion of camera cannot be helped.

2. Calibration of viewer coordinate
The remote calibration of the coordinate system on the

fluorescent plate of PEM are developed because the rooms
where PEM is to be installed are closed during the beam
time and cannot be entered frequently. Formerly a graph
paper was used for the calibration. This way needs to raise
the inner pressure of beamline to atmospheric pressure, to
remove PEM from beamline, and to exchange fluorescent
plate to graph paper. To leave off these works, we decided
to draw lines by scratching in a grid pattern at 5 mm inter-
val on the copper plate shown in the left of Fig. 1. The flu-
orescent agent is poured on the copper plate to a thickness
that allows the lines to be recognized shown in the right
of Fig. 1. The cross-point positions were compared with
graph paper to see working accuracy. Figure 2 shows the
cross-point positions of the fluorescent plate (◦) and of the
graph paper (+) indicated by the bit-mapped coordinate sys-
tem. The average and standard deviation of the differences
at cross-point positions between the fluorescent plate and
graph paper is 2.5±1.0 pixel, respectively. As 1 pixel cor-
respond to 0.08 mm averagely, 2.5 pixel corresponds to 0.2
mm. The accuracy is the lower limit for handmade drawing.

Figure 1. Left image is lines by scratching on the copper plate.
Right image is the copper plate poured with potassium bro-
mide (KBr).

Figure 2. The comparison between the cross-point position of
the copper plate (◦) and of the graph paper (+).

3. Optical system of digital camera
The optical system with a tele lens was studied to keep

away from the deterioration by radiation. For the low
performance and inexpensive digital camera, we selected
CMOS sensor because it would be more tolerant of radia-
tion, and it is less expensive than CCD sensor. Although the
number of pixels of CMOS sensor is 2.2 megapixel (MP),
final resolution is degraded to 0.35 MP because the output
signal of our selected digital camera is analog.

The required conditions for the optical system are to take
an all-around image of fluorescent plate and to suppress the
distortion of the image. The setup of this study is shown in
Fig. 3. As the diameter of window is 40 mm, the entire re-
gion of the fluorescent plate cannot be seen at long distances
from a camera only with tele lens. However, there are some
solutions that the entire region of the fluorescent plate can
be seen when a intermediate lens is added between the flu-
orescent plate and tele lens. The focal length of tele lens
used for study is 100 mm. As shown in Fig. 4, the distance
between the intermediate lens and window and the distance
between the digital camera and window are defined as d (m)
and L (m), respectively.

The achieved longest L is 1940 mm by now. At this time,
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d is 480 mm. An achromatizing lens was adopted for the
intermediate lens because it has an ability to suppress the
distortion of image. The image of fluorescent plate under
this condition is shown in the top of Fig. 4. Almost all re-
gions can be seen besides the four corners. The distortion is
indicated as the relationship between the fiducial (designed)
positions and the difference from the positions on the im-
age to fiducial (designed) positions shown in the bottom of
Fig. 4. The differences are caused by not only distortion, but
the error made from drawing lines on the copper plate. The
standard deviations of the difference on the horizontal and
vertical directions are 0.12 mm and 0.08 mm, respectively.
The estimated beam angle error is 1 mrad as the length be-
tween the pepper-pot mask and the center of the fluorescent
plate is 125 mm, which is adopted for the prototype.

Figure 3. Setup of optical system with tele lens and intermediate
lens. The distance between the intermediate lens and window
is defined as d (m). The distance between the digital camera
and window is also defined as L (m).

Figure 4. The top image is fluorescent plate on condition that L
is 1940 mm and d is 480 mm. The bottom left and right are
the correlation between fiducial positions and the difference
from the positions on the image to fiducial positions in the
horizontal and vertical directions, respectively.

4. The performance test with accelerated ion beam
The performance test of the prototype PEM was done

with ion beam. However, we set the low performance cam-

era at about L=500 mm interval from the window of the
PEM because the optical system with tele lens was not
ready in time for the beam time. As the condition that en-
tire region of fluorescent plate fitted in a camera view was
not found, we decided to take the beam image on a part of
fluorescent plate.

The exposed ion beam was 24Mg8+ 7.5 MeV/u and the
beam power was 23 W which was correspond to 1020 enA.
The vector of average beam angles through the holes of
pepper-pot mask is shown in Fig. 5. Though the region
where x is 20 mm or more and y is 6 mm or more and
-17 mm or less is out of the camera view, the measure-
ments of the beam positions and angles is useful for the
performance evaluation. We compared the measurement of
the PEM with the measurement of beam profile monitor set
4500 mm behind the PEM. As both measurements are not
consistent currently, we are investing the cause.

Figure 5. The angular vector at each position of beam through
each hole of the pepper-pot mask.
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1. Introduction
CNS 14 GHz HyperECR ion source provides various ion

beams to the RIKEN AVF cyclotron. [1] We have been fo-
cusing on the increase of the intensity of multiply charged
heavy ions by improving extraction electrodes, metal va-
por generation methods, etc. [2] Recently, studies on ECR
plasma have been performed for further improvements.

In principle, the state of ECR plasma is determined by
physical quantities such as electron density, electron tem-
perature, and ion confinement time. these quantities are
controlled by various operation factors; flow rates of ion-
ization and support gases, a set of mirror coil currents,
microwave power, RF plunger position, etc. Some exper-
iments using Krypton have been performed to study the
effects of those parameters on highly charged ion produc-
tions. Transitional and hysteretic behaviors of ECR plasma
were observed. The results of the experiments are discussed
in this report.

2. HyperECR Ion Source
This ion source is a hybrid type ECRIS with an RF fre-

quency of 14 GHz. Figure 1 shows a schematic diagram of
the ion source.

It has a couple of normal conducting mirror coils; MC1
for upstream and MC2 for downstream. Sextupole mag-
net consists of permanent magnets. The plasma chamber is
50 mm in diameter, and 195 mm in length. It has a vol-
ume of about 380 cm2. A movable stainless steel rod (RF
plunger) can be inserted from upstream to adjust the bound-
ary condition of the RF cavity. Ionization gas and support
gas are injected from a gas chamber upstream. The gas pres-
sure inside the plasma chamber is controlled by these needle
valves.

14 GHz microwave is generated by a traveling-wave
tube amplifier (TWTA) and guided to the plasma chamber
through a waveguide. The plasma chamber is floating at an
extraction voltage (Vext) from the ground. In this experi-
ment Vext is fixed to 15 kV. The extracted beam is focused
by passing through an Einzel electrode to which Vein of pos-
itive voltage is applied.

There are a doublet of quadrupole magnets and a 90◦ an-
alyzing magnet downstream of the extraction system.

A beam is tuned by handling six parameters of the ion
source and three parameters of the beam transmission sys-
tem. To optimize beam quantity and quality, operators have
to solve this multivariable problem. The most difficult as-
pect of operating ECRIS is that operational parameters,
physical quantities which determine a plasma state, and ob-

Figure 1. Scematic diagram of Hyper ECR ion source. Magnetic
components are shown in green, the extraction system is in
purple, geometrical elements affecting RF cavity condition are
in blue and the RF feed is in orange.

servable values such as beam current have no one-to-one
correspondence. For example, when ionization gas flow is
increased, electron density increases and electron tempera-
ture decreases.

3. ECR Plasma Transitions
Recently, experiments have been performed to study

those operating parameters’ effects on highly charged heavy
ions. Using Kr as an ionization gas and He, Ne, N2 as sup-
port gasses, beam current is measured when operating pa-
rameters are changed independently. Consequently, transi-
tions of plasma states with hysteresis are observed. Such
transitions have occurred during past operations, and sys-
tematic data have been acquired by this experiment.

Using N2 as a support gas, every operating parameter is
tuned to maximize 84Kr7+, then the parameters are swept
individually while the beam current is measured. Figure 2
shows one example of such experiments. 84Kr7+ beam
current and reflected microwave (RF) power are measured
when the RF power input from TWTA is swept back and
forth between 100 W and 600 W.

In this case, there appeared to be at least two states of
ECR plasma. Transitions occurred when the RF power
reached 300 W while raising the power and 166.5 W while
lowering it. Meanwhile, the reflected RF power stayed be-
low 15 W.

The plasma state becomes more unstable as the input
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Figure 2. Beam current of 84Kr7+ and reflected power vs. input
RF power. The red solid line indicates the beam current and
the green broken line indicates the reflected power. Closed
circles are measured when input power is increased, and open
circles when it is decreased. The graph shows that reflected
microwave power less than 1 W cannot be detected by TWTA,
hence is represented as 1 W.

power approaches the critical point, and it takes less time to
transition. In this experiment, for example, it took around
two minutes for the transition when the input power is set to
285 W and it was completely stable when it is set to 270 W.
Operators should keep in mind that there sometimes is a
trade-off between the beam intensity and the stability.

Figure 3 shows the charge state distributions (CSDs)
measured while the downstream mirror coil (MC2) is
swept. There was a plasma state transition at MC2: 542 A.
The CSD measured at MC2: 588 A shows how the tran-
sition affects each charge state. The shape of the CSD at
MC2: 588 A differs from the other two. Low charge states
are significantly suppressed.

4. Bypassing Transitions
During the experiments regarding the upper mirror coil

(MC1), the transition occurred at 555 A when the MC1 cur-
rent was gradually raised. On the other hand, when it swept
up in about 10 seconds from MC1: 530 A to 562 A, the
transition was avoided and the plasma was stabilized even

Figure 3. Charge state distributions of Kr beams. Three trends are
the results of their measurements when MC2 is set to 400 A
(indicated as blue triangles), 500 A (as green circles), and
588 A (as red X-marks), while MC1 is fixed to 526 A.

at the maximum MC1 current of 588 A maximizing 84Kr7+

beam current.
Another method is discovered during the MC2 experi-

ment. This time plasma transition occurred at MC2: 480 A.
Kr7+ beam current was about 21 eµA at 500 A. The RF
power is lowered from 274 W down to tens of watts, then
it is brought back up again at the same power. The plasma
state was changed and the beam current was enhanced to
36 eµA.

5. Summary
Before this experiment, the understanding of the plasma

transition was vague. The experiment gave us more sys-
tematic insight into the phenomenon. It has multiple modes
and hysteretic behaviors. Also, the time and order of tun-
ing operation parameters may be relevant to maintaining the
plasma state. The transition has an individual effect on each
charge state. It seems that the externalization of plasma in-
stabilities on certain conditions results in transitions, how-
ever, we need further experiments and analyses to discuss
its physics.

More details about the plasma transition can be found in
the proceedings of the 19th PASJ Meeting held in 2022. [3]
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1. Introduction
The nuclear shell-model calculation is one of the most

powerful tools to discuss various nuclear structures micro-
scopically. In a traditional shell-model framework such
as [1, 2], the parameters of the shell-model Hamiltonian
are obtained employing the effective-interaction theory and
these values are corrected phenomenologically so that the
shell-model results well reproduce the experimental binding
and excitation energies. For the analysis of the uncertainty
caused by this correction [3, 4], we have to perform many
shell-model calculations repeatedly by changing these pa-
rameters slightly. In such a situation, the eigenvector-
continuation (EC) technique [5] is expected to shorten the
computation time of these calculations. In this report, we
introduce the EC to nuclear shell-model calculations and
discuss its performance. This report is condensed from
Ref. [6].

2. Theoretical Framework
The nuclear shell-model Hamiltonian is defined as

H(c) = ∑
i

eic
†
i ci + ∑

i< j,k<l
vi jklc

†
i c†

jclck (1)

where c†
i is a creation operator of the single-particle state i

in the model space. The ei and vi jkl are parameters, which
are determined so that the eigenvalue agrees with the exper-
imental value keeping rotational and isospin symmetries. c
denotes a set of the parameters to define ei and vi jkl . The
eigenenergy E(c) and the eigenvector |ϕ(c)⟩ are given by
solving the eigenvalue problem

H(c)|ϕ(c)⟩= E(c)|ϕ(c)⟩, (2)

by means of the Lanczos method. However, the dimension
of the Hamiltonian matrix is often huge [7], which would
prevent us from solving the eigenvalue problem many times
by changing the parameters.

Here, we introduce the EC technique to the shell-model
calculations to estimate the eigenenergies and related phys-
ical observables without performing the diagonalization for
each different interaction. In the preparation stage of the
EC method, we prepare a set of sample interactions, H(s),
which are given randomly. We solve the eigenvalue prob-
lems of these sample interactions and obtain the sample
eigenvectors |ϕs⟩ as

H(s)|ϕs⟩= Es|ϕs⟩. (3)

By using these prepared eigenvectors, the eigenvalue of
a target Hamiltonian H(t) is estimated without solving its
eigenvalue problem as follows. The eigenvector of H(t) is

approximated by solving the generalized eigenvalue prob-
lem in the subspace spanned by the sample vectors. It is
obtained by

Ns

∑
s′=1

H̃ss′ ṽs′ = Ẽt

Ns

∑
s′=1

Ñss′ ṽs′ , (4)

with

H̃ss′ = ⟨ϕs|H(t)|Œs′⟩
Ñss′ = ⟨ϕs|ϕs′⟩, (5)

where Ẽt is the estimated value of the exact eigenvalue of
H(t). The dimension of this generalized eigenvalue prob-
lem, namely the number of samples Ns, is far smaller than
the original eigenvalue problem in Eq. (3). The eigenvector
of H(t) is also approximated by a linear combination of the
sample eigenvectors with the coefficients ṽs as

|ϕt⟩ ∼ |ϕ̃t⟩= ∑
s

ṽs|ϕs⟩, (6)

which is used to estimate other physical quantities.
To perform shell-model calculations and the EC estima-

tion efficiently, one of the authors developed a new shell
model code "ShellModel.jl", which is written in the Julia
language and is publicly available [8].

3. Benchmark Results
Here we present a benchmark result of the EC estimation

in shell-model calculations. We take two sd-shell nuclei,
28Si and 25Mg, with the sd-shell model space as examples.
In this case, the number of parameters for the shell-model
Hamiltonian is 66. The M-scheme dimension is 93,710 for
28Si and 44,133 for 25Mg.

As a first example, we take the yrast 0+, 1+, 2+, and 3+

energies of 28Si. We prepare 250 sample interactions gen-
erated by the sum of the USDB interaction [1] and random
numbers with the 1-MeV standard deviation. For valida-
tion, we prepare 100 target interactions in the same way
and estimate the energies by the EC method employing the
sampling results. Figure 1 shows the EC estimated energies
against the exact ones of the yrast J = 0+,1+,2+,3+, and
4+ states of 28Si. They agree quite well and its typical error
is less than 1%. Note again that the EC estimate requires
little additional computations.

As an example of odd nuclei, the energies of J =
1/2+,3/2+,5/2+,7/2+, and 9/2+ states of 25Mg are es-
timated by the EC method with the same 100 target interac-
tions. Figure 2 shows the EC estimated energies agree quite
well with the exact one similarly to Fig. 1.
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Figure 1. EC estimated energies of the J = 0+,1+,2+,3+, and
4+ states of 28Si against the exact ones. The EC estimation
is performed for the 100 different interactions with employ-
ing 250 samples. The dotted line shows the ideal agreement.
Taken from Ref. [6].
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Figure 2. EC estimated energies of the J = 1/2+, 3/2+, 5/2+,
7/2+, and 9/2+ states of 25Mg against the exact ones. See the
caption of Fig. 1 for details. Taken from Ref. [6].

4. Summary
We introduce the EC method to nuclear shell-model cal-

culations and investigate its performance. We demonstrated
that the EC estimated energies well reproduce the exact
eigenenergies for sd-shell nuclei.

The accuracy of the EC estimation concerning
quadrupole and magnetic moments and excitation energies
is further discussed in Ref. [6]. Moreover, the approximated
wave function given by the EC method can be used as an
initial vector of the Lanczos iterations, which shortens the
number of the iterations [6].

Acknowledgements
This work was partly supported by KAKENHI grants

(17K05433) from JSPS, “Priority Issue on post-K com-
puter" (Elucidation of the Fundamental Laws and Evolution
of the Universe), “Program for Promoting Researches on
the Supercomputer Fugaku" (JPMXP1020200105), MEXT,
Japan, the Research Project Promotion Grant for Young
Researchers of Utsunomiya University. We also thank
the Multidisciplinary Cooperative Research Program by
Center for Computational Sciences, Tsukuba University
(xg18i035).

References
[1] B. A. Brown and W. A. Richter, Phys. Rev. C 74,

034315 (2006).
[2] M. Honma, T. Otsuka, B. A. Brown and T. Mizusaki,

Euro. Phys. J. A 25, 499 (2005).
[3] S. Yoshida, N. Shimizu, T. Togashi, and T. Otsuka,

Phys. Rev. C 98, 061301(R) (2018).
[4] J. M. R. Fox, C. W. Johnson, and R. N. Perez, Phys.

Rev. C 101, 054308 (2020).
[5] D. Frame, R. He, I. Ipsen, D. Lee, D. Lee, and E. Rra-

paj, Phys. Rev. Lett. 121, 032501 (2018).
[6] S. Yoshida and N. Shimizu, Prog. Theor. Exp. Phys.

accepted. https://doi.org/10.1093/ptep/ptac057
[7] N. Shimizu, T. Mizusaki, Y. Utsuno, and Y. Tsunoda,

Comp. Phys. Comm. 244, 372 (2019).
[8] S. Yoshida, code ShellModel.jl (2021), https://github.

com/SotaYoshida/ShellModel.jl

50

https://github.com/SotaYoshida/ShellModel.jl
https://github.com/SotaYoshida/ShellModel.jl


Correlating the nuclear Schiff moment of 129Xe with the magnetic moment
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The charge-parity (CP) violation in the fundamental
physics is one of the necessary conditions for the matter-
antimatter asymmetry in the current universe. The perma-
nent electric dipole moments (EDMs) of elementary and
composite particles are promising probes of the CP viola-
tion beyond the standard model. In particular the EDMs
of diamagnetic atoms including 129Xe are sensitive to the
P, T -odd coupling constants of the hadronic sector through
the nuclear Schiff moment (NSM).

As discussed in Ref. [2], the NSM is factorized into the
P, T -odd coupling constants at the nuclear energy scale and
their coefficients, sN , aT , and aN , obtained by nuclear many-
body calculations as

S = S2 +S3 (1)

S2 = ∑
N=p,n

sNdN , (2)

S3 =
2

∑
T=0

aT g(T )πNN + ∑
N=p,n

aNdN , (3)

where dp and dn are the proton EDM and the neutron EDM,
respectively, and g(T )πNN denotes the P, T -odd πNN coupling
constants with the isospin components T = 0,1,2. The
second-order and third-order contributions are denoted by
S2 and S3, respectively. The NSM coefficient aT induced
from the P, T -odd one-pion-exchange nucleon-nucleon
(πNN) interaction have been computed based on the large-
scale shell model [3]. In this report, we evaluate the nucleon
EDM contributions sN and aN of 129Xe by using beyond the
mean-field approaches.

The second-order NSM operator is defined by

S2,k =
1
6

A

∑
a=1

da,k
(
r2

a −
〈
r2〉

ch

)
+

2
15

A

∑
a=1

∑
j

da, j
(
Qa, jk −

〈
Q jk
〉

ch

)
, (4)

where da,k = dpσk for proton, da,k = dnσk for neutron, σk
is the spin Pauli matrix, and Qa, jk is the nuclear quadrupole
moment. The cartesian components are denoted by j and k.
The second-order contribution is computed by

S2 =
〈
ψ(N)

g.s.
∣∣S2z
∣∣ψ(N)

g.s.
〉
. (5)

Here,
∣∣ψ(N)

g.s.
〉

represents the nuclear ground state where the
P, T symmetries are not violated. In contrast, the third-
order processes involve the P, T violations inside the nu-

cleus. The third-order NSM is given by the P, T -odd oper-
ator

SSS3 =
e

10

Z

∑
a=1

[
r2

arrra −
5
3

rrra
〈
r2〉

ch −
4
3

rrra
〈
Q jk
〉

ch

]
, (6)

and the expectation value is calculated perturbatively as

S3 =∑
n

1

E(N)
g.s. −E(N)

n

×
〈
ψ(N)

g.s.
∣∣S3z
∣∣ψ(N)

n
〉〈

ψ(N)
n
∣∣Ṽ ∣∣ψ(N)

g.s.
〉

+ c.c. (7)

where Ṽ denotes the P, T -odd NN interactions including
the P, T -odd πNN interactions and the nucleon EDM inter-
actions with protons.

We apply large-scale shell-model (LSSM) calculations
performed in Ref. [3] to compute sN and aN . We utilize
the KSHELL code [4] and the effective interactions SNV
and SN100PN for the LSSM calculations. Recent studies
of nuclear spectroscopy using the LSSM calculations with
those realistic interactions have shown the good agreements
of low-energy spectra with experiment in a specific area of
the nuclear chart.

The LSSM calculations also reproduce experimental data
of the magnetic moment by adopting the quenching fac-
tor 0.7 for the spin g-factor. This effective operator is at-
tributed to the two-body current correction and the core
polarization. The LSSM calculations of 129Xe employs
the standard model space between the magic numbers 50
and 82, and lack the particle-hole configurations such as
(0g−1

9/2,0g7/2) and (0h−1
11/2,0h9/2), which play a crucial role

for this quenching [5]. The spin dependence of the second-
order NSM operator in Eq. (4) indicates that its one-body
matrix elements between the spin-orbit partners are signif-
icant similarly to the magnetic moment. We then perform
the quasi-particle vacua shell model (QVSM) calculations
for the extended model space to include the 0g9/2 and the
0h9/2 orbitals. The framework of the QVSM calculation is
detailed in Ref. [6].

For the QVSM calculations, we adopt phenomenologi-
cal extensions of the SNV effective interaction to the full
sdgh shell. The SNV effective interaction is employed for
the standard model space and the extended part is given
by the VMU interaction. This interaction is referred to
as SNV-sdgh. Another set consists of the SNV, JUN45,
and Kuo-Herling interactions, and the remaining proton-
neutron part is given by the VMU interaction. To com-
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pensate the enhancement of the pairing correlation by ex-
tending the model space, we reduce the pairing interaction
strengths between like nucleons. The reduction factors are
determined by low-energy spectra of 134Sn and 134Te as
0.72 for proton and 0.76 for neutron in the SNV-sdgh in-
teraction and 0.74 for proton and 0.76 for neutron in the
SNJKV interaction.

The second-order NSM coefficients sN of 129Xe have
been investigated by using the pair-truncated shell model
(PTSM), where many-body configurations are made of
building blocks composed of nucleon pairs with specific
angular momenta. It reduces the dimension of the many-
body Hamiltonian matrix to be diagonalized by orders of
magnitude. The PTSM calculation of sN was originally
performed in Ref. [7]. They employed the phenomeno-
logical monopole and quadrupole pairing plus quadrupole-
quadrupole interaction as the effective interaction. The in-
teraction strengths are optimized for low-energy spectra of
Xe, Ba, Ce, and Nd isotopes close to the neutron magic
number. This effective interaction is referred to as HY04
in this letter. Another parameter set of the effective interac-
tions (HY11) was also applied to compute the NSM coeffi-
cients [8, 9]. This revision was for the better reproduction
of odd-mass nuclei.

We revisit the PTSM calculations with some corrections
for comparison. In this report, we adopt the standard for-
mula h̄ω = 41A−1/3 (MeV) for the harmonic oscillator fre-
quency to evaluate the one-body matrix elements as well
as in the LSSM and the QVSM calculations. This choice
corresponds to the root-mean-square charge radius 4.6 fm
of 129Xe, which is consistent with the experimental value
4.8 fm [10]. On the other hand, an incorrect value of h̄ω =
41 MeV was adopted and the charge radius was severely
underestimated in Ref. [8]. Another modification is con-
cerned with the model space. The original study adopted
an extended model space for proton [9], but the influence
is negligible. We employ the standard model space for the
consistency with the LSSM calculations.

Figure 1. The magnetic moment and the second-order NSM of
129Xe. The filled symbols and the open symbols represent the
ground state and the 1

2
+

2 state, respectively.

Figure 1 shows the possible relation between sn and the
magnetic moment of 129Xe. This correlation is understood
by considering the fictitious state∣∣ψ〉= α

∣∣ψg.s.
〉
+
√

1−α2
∣∣ψexc.

〉
, (8)

where
∣∣ψg.s.

〉
and

∣∣ψexc.
〉

denote the ideal ground state and
the second lowest 1

2
+

state. If a nuclear model calculation
represents well the ground state as α ≃ 1, the result should
be plotted on the upper-left in Fig. 1 corresponding to the
experimental value of the magnetic moment. However, the
result approaches the predicted values of the second low-
est 1

2
+

state as α becomes close to zero. This picture can
explain the significant quenching in the PTSM calculations.

Using the correlation described in Fig. 1, the theoretical
uncertainty of the NSM coefficient sn can be suppressed.
Even though the PTSM is counted with the equal weight,
we obtain sn = 0.29± 0.10fm2, which support the LSSM
and the QVSM calculations. We note that the third-order
contribution an does not disturb this correlation. Our LSSM
calculation with the SNV effective interaction gives an =
0.053fm2 and ap =−0.001fm2 for 129Xe.

In summary, we have computed the nucleon EDM in-
duced NSM coefficients of 129Xe in the nuclear shell model.
We found the clear correlation between sn and the magnetic
moment, which allows us to significantly reduce the uncer-
tainty of sn. In fact the experimental value of the magnetic
moment is well reproduced in the LSSM calculations. We
have also performed the QVSM calculations to evaluate the
influence of the 0g9/2 and 0h9/2 orbitals strongly connected
with the standard model space by the second-order NSM
operator. The corrections from this extension of the model
space and the third-order contribution an do not disturb the
useful correlation.
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The 20th CNS International Summer School CNSSS21
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The 20th CNS International Summer School (CNSSS21)
was hosted by Center for Nuclear Study (CNS) from 16th
to 20th in August, 2021. The school was co-organized
by JSPS A3-Foresight program and Super Heavy Element
Center, Kyushu University. The school was also supported
by RIKEN Nishina Center and Asian Nuclear Physics As-
sociation (ANPhA).

Because of the COVID-19 pandemic, the school was held
only on-line like the A3F-CNSSS20. The summer school
was the twentieth one in the series which aimed at fostering
graduate students and postdocs by providing basic knowl-
edge and perspectives of nuclear physics. It consisted of
lectures by leading scientists in the fields of both experi-
mental and theoretical nuclear physics. Each lecture started
with an introductory talk from the fundamental point of
view and ended with up-to-date topics in the relevant field.

The list of the lecturers and the title of lectures are fol-
lowing:

• Dr. Stefan Typel (GSI, Germany), “From nuclei to
starts with a relativistic density functional”

• Prof. Hidetoshi Yamaguchi (CNS, U. of Tokyo,
Japan), “How to study nuclear clusters experime-
nally”

• Prof. Peter Mueller (ANL, USA), “Atom Traps of
Rare Isotopes at the Precision and Sensitivity Frontier
in Nuclear Physics”

• Prof. Akira Ejiri (U. of Tokyo, Japan), “ R&D for
nuclear fusion reactors, High temperature plasma as
a complex system”

• Dr. Zaihong Yang (RCNP, Osaka University, Japan)
“Probing nuclear clustering with knockout reactions”

• Dr. Sarah Naimi (RIKEN Nishina Center, Japan)
“Overview of RIBF”

• Prof. Susumu Shimoura (CNS, U. of Tokyo, Japan)
“Direct reactions as quantum probes of sub-atomic
system”

One of the motivations of the summer school is to en-
hance the mutual understanding among the participants in
different counties. Because the school was held on-line,
there are less chance to comunicate. We organized the after-
school session for the first time where the participants intro-
duced their own laboratories.

Figure 1. A group photos of the participants of CNSSS21 with
the lecturers.

Seven lecturers and 173 participants registered at the
school. Because the school was held on-line, participants
joined not only from Japan, Korea, China and Vietnam but
also from India, Malaysia and Norway. The time of each
class was 50 minutes. There was 10 minutes break between
the classes. The actual average number of participants is
around 130. Figure 1 is a group photo of all the participants
with the lecturers.

As traditional, there were four “Young Scientist Ses-
sions”, where oral and poster presentations were given by
graduate students and postdocs. There were twenty-one oral
presentations and nine poster presentations. Since 2017,
we have the CNSSS young scientist awards (CNSSSYS
awards) for the good presentations. A few winners were
selected from each young scientist session by the members
of organizing committee and the lecturers. The winners of
the third CNSSSYS award were;

• Mr. Naoto Hasegawa (Tohoku University) “Time-
Dependent Generator Coordinate Method for many-
particle tunneling”

• Mr. Tin Gao (The University of HongKong) “ In-
beam Î³-ray Spectroscopy of 97Cd”

• Ms. Moemi Matsumoto (Tohoku University) “Visu-
alization of nuclear cluster correlation with micro-
scopic wave function

The certificate of the awards were presented to them from
the school master, Prof. Shimoura.

The best presenter among them, Mr. Moemi Matsumoto,
was also awarded the APPS-DNP/ANPhA prize for young
physicist, which was sponsered by AAPPS-DNP/ANPhA.
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He received the certificate as well as the prize money as
prestend from Prof. W. Liu, the chair of ANPhA.

We are grateful to supports from ANPhA. We thank ad-
ministration staffs of the CNS for their helpful supports.
We also thank graduate students and postdocs in the CNS
for their dedicated efforts. Finally we acknowledge all
the lecturers and participants for their contributions to the
CNSSS21.
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Nuclear scattering experiments were performed as a labo-
ratory exercise for undergraduate students of the University
of Tokyo. This program was aiming at providing under-
graduate students with an opportunity to learn how to study
subatomic physics by using an ion beam from an accelera-
tor. In 2021, 32 students attended this program.

Four beam times were scheduled in the second semester
for third-year students, and 8 students participated in each
beam time. The experiments were performed at the RIBF
using a 26-MeV alpha beam accelerated by the AVF cy-
clotron. The alpha beam extracted from the AVF cyclotron
was transported to the E7B beam line in the E7 experi-
mental hall. The scattering chamber has two separate tar-
get ports which enable us to perform two independent ex-
periments without opening the chamber during the beam
time. In each beam time, the students were divided into two
groups and took one of the following two subjects:

1. Measurement of elastic scattering of incident alpha
particle with 197Au, to learn how to determine nuclear
size.

2. Measurement of gamma rays emitted from the cas-
cade decay of highly excited 154Gd and 184Os, to
learn the nuclear deformation.

Before the experiment, the students took a course on the
basic handling of the semiconductor detectors and elec-
tronic circuits at the Hongo campus, and attended a radi-
ation safety lecture at RIKEN. CNS conducted tours to the
RI beam factory for the students.

In the α+197Au measurement, α particles scattered with
the Au target with a thickness of 1 µm were detected using
a silicon PIN-diode located 15-cm away from the target. A
collimator with a diameter of 6 mm was attached on the
silicon detector. The energy spectrum of the scattered α
particles was recorded by a multi-channel analyzer (MCA)
system. The beam was stopped by a Faraday cup located
downstream of the scattering chamber. The cross section
for the alpha elastic scattering was measured in the angular
range of θlab = 20−150◦.

The measured cross section was compared with the cal-
culated cross section of the Rutherford scattering. The cross
section was also analyzed by the potential model calcula-
tion, and the radius of the 197Au nucleus was discussed.
Some students obtained the radius of ∼10 fm by using a
classical model where the trajectory of the α particle in the
nuclear potential is obtained using the Runge-Kutta method.
Others tried to understand the scattering process by calcu-
lating the angular distribution using the distorted wave Born

approximation method with a Coulomb wave function and
a realistic nuclear potential.

In the measurement of gamma rays, excited states in
154Gd and 184Os nuclei were populated by the 152Sm(α ,2n)
and 182W(α ,2n) reactions, respectively. The gamma rays
emitted from the cascade decay of the rotational bands were
measured by a high-purity germanium detector located 30-
cm away from the target. The energy of the gamma ray were
recorded by the MCA system. The gain and the efficiency
of the detector system had been calibrated using standard
gamma-ray sources of 60Co, 133Ba, and 137Cs. The gamma
rays from the 10+ and 8+ states in 154Gd and 184Os, respec-
tively, were successfully identified. Based on the energies
of the gamma rays, the moment of inertia and the defor-
mation parameters of the excited states were discussed by
using a classical rigid rotor model and a irrotational fluid
model. The students found that the reality lies between the
two extreme models. The initial population among the lev-
els in the rotational band was also discussed by taking the
effect of the internal conversion into account.

It was the first time for most of the students to use large
experimental equipments. They learned basic things about
the experimental nuclear physics and how to extract physics
from the data. We believe this program was very impres-
sive for the students. The authors would like to thank
Dr. K. Tanaka, the CNS accelerator group, and the RIBF
cyclotron crew for their helpful effort in the present pro-
gram.
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Symposium, Workshop, Seminar, and PAC

A. Symposium and Workshop
None

B. CNS Seminar

1. CNS + RIBF NP Seminar #295 (Prof. Otsuka)
Date: November 5, 2021

C. Program Advisory Committee for Nuclear-Physics Experiments at RI Beam Factory

1. The 22nd NP-PAC meeting
Date: December 1-3, 2021
Online meeting via zoom
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Sep. 21-25, 2021.

3. H. Yamaguchi (oral), “Cluster states and astrophysical (α , p) reactionss”, RCNP Workshop, “Cluster phenomena
in knockout and astrophysical reactions”, web workshop hosted by RCNP, Osaka University, Oct. 14–15, 2021.

4. T. Gunji (invited) for the ALICE collaboration, "Future measurements from ALICE Run3 and Run4", The 8th Asian
Triangle Heavy-Ion Conference (ATHIC2021), hybrid, 5–9 Nov 2021, Inha Univ. Incheon, South Korea.

5. D. Sekihata for the ALICE Collaboration,“ Low-mass dielectron measurement in ALICE at the LHC”, The 8th
Asian Triangle Heavy-Ion Conference, hybrid, 5–9 Nov 2021, Inha Univ. Incheon, South Korea.

6. Y. Utsuno (Oral), "Present status of large-scale shell-model calculations for photonuclear reactions", Second PAN-
DORA Workshop, September 10, 2021.

7. N. Shimizu (Oral), "Microscopic description of the collective motions of medium-heavy nuclei based on shell-
model calculations", 13th symposium on Discovery, Fusion, Creation of New Knowledge by Multidisciplinary
Computational Sciences, online, October 8, 2021.

8. Y. Tsunoda (Oral), “Nuclear shapes and collective motions in the region of Sm”, 13th symposium on Discovery,
Fusion, Creation of New Knowledge by Multidisciplinary Computational Sciences, online, October 8, 2021.

9. N. Shimizu (Poster), “Gamow-Teller transition of neutron-rich N=82,81 nuclei by shell-model calculations”, 16th
International Symposium on Nuclei in the Cosmos (NIC-XVI), Zoom online meeting, September 25, 2021.

B. Domestic Conference

1. S. Shimoura (Invited): “High-resolution spectroscopy with SHARAQ and advice on HIHR”, the 2nd J-PARC HEF-
ex workshop, on-line, February 16 -18, 2022

2. T. Chillery (Oral): "Measurement of Deuteron-Induced Pre-equilibrium Reactions on 93Zr at 30 MeV/u for the
Treatment of Radioactive Waste", 77th JPS meeting 2022 Spring, online.

3. R. Tsunoda (Oral): "Observation of the isobaric analog resonances coupled to the excited state in Zr isotope", 77th
JPS meeting 2022 Spring, online.

4. J.T. Li (Oral): "New project to explore neutron-deficient actinide nuclei", 77th JPS meeting 2022 Spring, online.

5. S. Hanai (Oral): "A fast-response tracking detector for high-intensity heavy ion beams", Workshop for radiation
detector and their uses, KEK 2022, Jan. 24-26.

6. N. Imai (Invited): "Nuclear Structure study with decelerated RI beams" RCNP future workshop, 27–29th/Oct.
2021.

7. 川田敬太 (口頭発表),「核破砕反応における角運動量移行」,日本物理学会 2021年秋季大会,オンライン講演,
2021年 9月 14–17日.

8. 早川勢也（口頭発表）：“ 7Be+nビッグバン元素合成反応の測定と原始 7Li生成量の検証”、日本物理学会秋
季大会、14pU2- 2、オンライン開催、2021年 9月 14–17日.
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9. 郡司卓 (invited), "Status of ALICE Upgrade and Commissioning for Run3",第 7回クラスター階層領域研究会,
2021年 12月 27-28日,東北大学.

10. 郡司卓 (invited)、"高密度クォーク物質探索の展望",シンポジウム「宇宙観測、加速器実験と理論の協奏で探
る高密度核物質」、日本物理学会、3/15-3/19,オンライン.

11. 関畑大貴 (invited),“光子・レプトン対・ハード測定”,重イオン衝突の時空発展の理解に向けた理論・実験
合同研究会,オンライン, 2021年 9月 24日.

12. D. Sekihata for the ALICE Collaboration,“√ sNN = 5.02 TeV鉛+鉛原子核衝突における ALICE実験の電子
対測定”,日本物理学会 2021年秋季大会,オンライン, 2021年 9月 14-17日.

13. 関畑大貴,“ ALICE実験での電子対の結果と展望”, Heavy Ion Pub研究会,オンライン, 2021年 5月 28日.

14. 関口裕子 for the ALICE Collaboration,“ LHC-ALICE実験を用いた長距離２粒子相関のシステムサイズ依存
性測定”,日本物理学会第 77回年次大会,オンライン, 2022年 3月 15-19日.

15. 関口裕子 for the ALICE Collaboration, ”LHC-ALICE実験を用いた小さな衝突系における 2粒子相関測定”,
日本物理学会 2021年秋季大会,オンライン, 2021年 9月 14-17日.

16. 鎌倉恵太 (ポスター発表),「東京大学 CNS 14 GHz Hyper ECRイオン源の現状」,第 18回日本加速器学会年
会,オンライン講演, 2021年 8月 9-12日

17. 小高康照 (ポスター発表),「東京大学 CNS 14 GHz Hyper ECRイオン源の現状」,第 18回日本加速器学会年
会,オンライン講演, 2021年 8月 9-12日

18. 清水則孝（口頭発表）,「CI計算とその発展的手法による大規模原子核構造計算」, 2021年度第２回 HPCIC計
算科学フォーラム (オンライン開催), 2022年 3月 28日.

19. 清水則孝,吉田聡太、角田直文、角田佑介、大塚孝治（口頭発表） ,「殻模型計算による中性子過剰 pf殻核
の構造」,日本物理学会第７６回年次大会 (オンライン開催) 2022年 3月 17日

20. 清水則孝（口頭発表）,「CI計算とその発展的手法による大規模原子核構造計算」,「富岳」成果創出加速プ
ログラムシンポジウム・研究交流会「富岳百景」2021年度第２回 HPCIC計算科学フォーラム　　 (オンラ
イン開催) 2022年 3月 14日

21. 清水則孝（口頭発表）,「大規模殻模型計算による中重核構造研究の進展」「富岳で加速する素粒子・原子核・
宇宙・惑星」シンポジウム (オンライン開催), 2022年 1月 17日

22. 清水則孝,宇都野穣,富樫智章（口頭発表）,「殻模型計算による N=82,81中性子過剰核のガモフテラー遷移」
日本物理学会 2021年秋の分科会　 (オンライン開催), 2021年 9月 14日

23. 角田佑介、清水則孝、大塚孝治（口頭発表）,「準粒子真空殻模型計算による中重核の構造の研究」,日本物
理学会 2021年秋季大会 (オンライン開催), 2021年 9月 15日

24. 角田佑介、清水則孝、大塚孝治（口頭発表）,「準粒子真空殻模型計算による Sm領域の構造の研究」,日本
物理学会第 77回年次大会 (オンライン開催), 2022年 3月 17日

25. 柳瀬宏太、清水則孝、東山幸司、吉永尚孝（口頭発表）,「キセノン原子核のシッフモーメントと中性子 EDM
探索」,日本物理学会第 77回年次大会, 2022年 3月 17日

26. 宇都野穣、角田佑介、清水則孝（口頭発表）,「大規模殻模型計算によるM1バンドの解析」,日本物理学会
2021年秋季大会, 2021年 9月 15日

27. 宇都野穣（口頭発表）,「非イラスト領域における原子核の秩序の探求」, RCNPでの次期計画検討会, 2021年
9月 27日

28. 宇都野穣（口頭発表）, "Cluster formation in nuclei from first-principles Monte Carlo shell model",第 7回クラス
ター階層領域研究会, 2021年 12月 27日
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C. Lectures

1. Y. Sakemi, H. Yamaguchi: "Nuclear Physics III", Summer, 2021.

2. T. Gunji (with K. Fukushima): "High-Energy hadron physics", Autumn, 2021.

3. K. Yako (with M. Yokoyama): "Experimental Techniques in Particle and Nuclear Physics", Summer, 2021.

4. N. Imai: "Nuclear Physics I/II", Autumn, 2021.

5. K. Yako: "Classical mechanics A for undergraduate students", Summer, 2021.

6. K. Yako, H. Nagahama: "Physics Experiment II", Autumn, 2021.
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Press Releases

Press Releases

1. 山口英斉,早川勢也,Hu Jun,「X線バースト天体における不安定マグネシウム燃焼の解明」, 2021年 10月 20日.

2. 早川勢也,山口英斉,「ビッグバンで生成されるリチウム量の矛盾、解決へ一歩前進」, 2021年 7月 1日.
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Personnel

Director

SHIMOURA, Susumu Professor, Graduate School of Science
Center for Nuclear Study

Scientific Staff

SAKEMI, Yasuhiro Professor

YAKO, Kentaro Associate Professor

IMAI, Nobuaki Associate Professor

GUNJI, Taku Associate Professor

SHIMIZU, Noritaka Project Associate Professor

YAMAGUCHI, Hidetoshi Lecturer

MICHIMASA, Shin’ichiro Assistant Professor

OTA, Shinsuke Assistant Professor

NAGAHAMA, Hiroki Assistant Professor

Guest Scientists

UTSUNO, Yutaka JAEA

NISHIMURA, Daiki Tokyo City University

KAJINO, Toshitaka NAOJ

HAMAMOTO, Ikuko Lund University

HWANG, Jongwon IBS

Technical Staff

KOTAKA, Yasuteru
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Technical Assistant

YAGYU, Masayoshi

Project Research Associates

DOZONO, Masanori HAYAKAWA, Seiya

SEKIHATA, Daiki YOKOYAMA, Rin

Post Doctoral Associates

MA, Nanru TSUNODA, Yusuke

NAKAMURA, Keisuke YANASE, Kota

KAMAKURA, Keita CHILLERY, Thomas William

Academic Specialist

KOJIMA, Reiko

Assistant Teaching Staff

SEKIGUCHI, Yuko SAKAUE, Akane

KAWATA, Keita MASUOKA, Shoichiro

Graduate Students

SHIMIZU, Hideki TSUNODA, Rieko

OZAWA, Naoya HANAI, Shutaro

NAGASE, Shintaro KOHARA, Ryotaro

LI, Jiatai UEHARA, Daisuke

OKAWA, Kodai BABA, Hitoshi

FUKASE, Mirai

Administration Staff

SHIMANE, Noriko

YAMAMOTO, Ikuko KISHI, Yukino

KOTAKA, Aki
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Committees

Steering Committee

OHKOSHI, Shinichi Department of Chemistry, Graduate School of Science, UT
HOSHINO, Masahiro Department of Earth and Planetary Physics, Graduate School of Science, UT
TSUNEYUKI, Shinji Department of Physics, Graduate School of Science, UT
SAKURAI, Hiroyoshi Department of Physics, Graduate School of Science, UT
MORI, Toshinori International Center for Elementary Particle Physics, UT
TAKAHASHI, Hiroyuki Department of Nuclear Engineering and Management, Graduate School of Engineering, UT
SHIMOURA, Susumu Center for Nuclear Study, Graduate School of Science, UT
SAKEMI, Yasuhiro Center for Nuclear Study, Graduate School of Science, UT
YAKO, Kentaro Center for Nuclear Study, Graduate School of Science, UT
TAMURA, Hirokazu Department of Physics, Graduate School of Science, Tohoku University
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